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FOREWORD

The TTCP Technical Panel on Software Engineering (XTP-2) is gratcful to the U.S. Army
Communications-Electronics Command (CECOM), especially the Center for Software Engineering,
for providing the resources and dedicated efforts which made this Workshop possible. It was quite
evident from the excitement of the participants, the dynamics that occurred, and the smoothness by
which the sessions proceeded that extensive planning and preparation went into the efforts of hosting
the Workshop. In addition, the Panel extends its gratitude to the General Chairperson, the
Workshop Coordinator, Working Group Chairpersons, and all the participants who worked long and
late to make the outcome successful in every way. We are hopeful that the effort was as beneticial
for all the participants as it was for the Panel Members.

Fulfillment of the Workshop objectives (to survey, evaluate and promote the use of requirements
engineering and rapid prototyping for improving the quality of requirements for mission-critical
defense systems) led to development of issues and recommendations, for the member TTCP
Governments, in both management and technical areas. These are under review and in some areas
appropriate actions are already underway.

Recognizing the importance and the potential of achieving major improvements in requirements
engineering and rapid prototyping, the participants strongly suggested a follow-up workshop within
the next few years. The TTCP Panel will closely monitor future developments in this area, and will

fully consider this suggestion.
Q (BERST
seph C. Batz
Chairman, TTCP XTP-2
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1.1

1.2

EXECUTWVE SUMMARY

Introduction

For both commercial and military computer-based systems, it is rare that the true needs of
all stakeholders are fully stated and understood from the outset, nor are the requirements that
are understood always agreed upon by all parties. In addition, requirements that have been
documented are sometimes subject to interpretation by both users and developers. Even
when requirements have been baselined, developers have difficulty in anticipating, controlling,
and managing changes to the baseline.

These problems are a result of the lack of a well-defined Requirements Engineering (RE)
discipline which, in turn, results in cost overruns, schedule slippages, poor quality, and systems
that fail to satisfy mission needs.

The US Army CECOM Center for Software Engineering hoste ' the Requirements
Engineering and Rapid Prototyping Workshop in Eatontown, NJ on November 14-16 1989.
This event was sponsored by The Technical Cooperation Program’s (TTCP) Panel on
Software Engineering.

Many of the workshop’s forty-nine participants are leading experts in Requirements and
Software Engineering. They met to share current information on the field, to identify and
clarify the most pressing issues, and to provide recommendations to Department of Defense
(DoD) for management, development, and research relating to Requirements Engineering.

These Proceedings document the presentations and findings of the workshop and its three
working groups.

The Requirements Engineering Process
Chairperson: Dr. Alan M. Davis

The group identified the following issues as having the highest priority: coping with
requirements uncertainty and change; validating requirements; achieving consensus among
multiple stakeholders; and measuring/tracking progress in requirements development.

The group members recommended the following for management: use an evolutionary
acquisition approach; make personnel and stakeholders aware of acquisition alternatives and
related technologies such as prototyping; involve all stakeholders in requirements
determination and validation; orient acquisition and incentives around requirements
“progress”; introduce risk-based requirements related decision making (multi-attribute utility,
cost-benefit, Pareto optimization, etc.); and reduce barriers to developer-user interaction.
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1.4

For development, they recommended that requirements be frozen in small incremental builds
and that more testbeds be developed to validate interoperability earlier in the requirements
process.

Finally, for research they recommended developing the following technologies and disciplines:
requirements partitioning; change management; formalspecification; multi-stakeholder process
support; requirements normalization; process models; measurement techniques for
requirements progress; tools and techniques to capture merits/trade-offs among requirements;
and the selection of the appropriate acquisition and requirements technique for a given
project.

Requirements Engineering Methodology, Tools, and Languages
Chairperson: Dr. Raymond T. Yeh

This group identified the following policy and management related issues: a lack of
management awareness of the significance and importance of Requirements Engineering; and
a lack of recognition that this discipline must be supported throughout a system’s life cycle.

For development and research, they focussed on the following issues: the capture of
requirements related information; non-functional requirements (the ‘ilities"); tool and
technology integration; technology insertion for existing systems; and the measurement of key
requirements process parameters.

The working group recommended the following for policy and management: adopt and
support a requirements-centered development life cycle model; educate and train personnel
in Requirements Engineering; establish a Requirements Engineering information/consultation
center; and reallocate currently available research funds to support Requirements
Engineering, spending less resources on downstream software activities (i.e., concentrate more
resources on identifying and confirming what is to be built, rather than on how to build it).

For development and research, they recommended developing the following: a wide spectrum
language which supports acquisition, representation, and reuse of requirements information;
methods to capture, integrate, and measure non-functional requirements; an integrated
environment of Requirements Engineering tools; methods and tools which support reverse
engineering of current system'’s requirements documentation; requirements validation
techniques; new approaches for requirements trade-off analysis; and metrics which support
modern Requirements Engineering practices.

Knowledge-Based Techniques and Rapid Prototyping

Chairperson: Dr. Winston W. Royce

This group analyzed two specific aspects of Requirements Engineering: knowledge-based
techniques and rapid prototypying.
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The group identified the following issues which relate to knowledge-based techniques: the use
of Knowledge Based Approaches (KBA) and their application to real systems; the risks and
benefits of using KBA'’s for Requirements Engineering; the nature of a KBA specific software
development process model; and the identification of existing knowledge-based technology.

The following were the group’s management and policy recommendations: adopt policy and
models that allow for incremental, evolutionary development and which accommodate KBA;
invest in knowledge base development early in the acquisition phase; and reuse knowledge
bases in related projects, to amortize investments across many projects.

For KBA development, they recommended learning from past KBA experience and trying
KBA in a large, real project.

Research recommendations were: experiment using KBA for verification and validation (V
& V), research KBA knowledge acquisition and management, especially in light of existing
methodologies and tools; and research knowledge base models with advanced degrees of
expressiveness.

Rapid prototyping issues that were identified were: participants and products in the
prototyping process; standards and current practices; and uses, properties, and examples of
prototyping systems and tools.

Management, policy and development recommendations for rapid prototyping were as follows:
train personnel in the prototyping approach; modify the development stages and time frames
to be supportive of prototyping; define the objectives of requirements/design reviews which
use prototyping products; support competitive prototyping efforts; and consider acquisition
models that include prototyping.

Finally, recommendations for research programs were proposed for the following:
requirements traceability; validation of non-functional requirements; automatic
prototype-to-documentation generation; stakeholder communication; legal issues; and lessons
learned from prior prototyping efforts.

Recommendations and Conclusions

The workshop produced many valuable insights and recommendations. These insights and
recommendations are fully documented in these Proceedings. It is important to note that
although the three groups worked independently, a number of recommendations were
common to the three groups. Every group saw the need for the DoD to change policy to
accommodate evolutionary acquisition. The groups also saw the need for increased training
for Government acquisition personnel to make them more aware of Requirements
Engineering issues and techniques. Every group saw the need for additional emphasis and
research in requirements validation. Most of the participants recognized the need for
additional research in defining and using methods of measuring attributes and progress in the




Requirements Engineering process. Most identified the need for further work in specifying
non-functional requirements. It was recommended that tools and techniques be developed
which aid in identifying merits and trade-offs among requirements. Additional research in
requirements traceability was also suggested. It was also recommended that continued special
emphasis be given to multiple stakeholder issues as the Requirements Engineering process
evolves. Finally, and most obviously, it was concluded that it is not enough to merely develop
technologies. We must apply them as well.
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WORKSHOP CHARGE

By: George E. Sumrall, Workshop Chairperson

Computer technology as we know it today is barely forty years old. We have made
tremendous strides, in both hardware and software. Back in the early days, computers were
the size of a wall and often filled a room. Now, you can hold one in your hand. With
products like dBase or Lotus, you can store, manage, and exploit a wealth of data on a
common home computer.

With the great strides that the commercial world has made in these technologies, the public,
ourselves included, has great expectations for our software-intensive defense systems. There
have been some successes; and there have been some problems. Many of these problems are
identified in a report by the House Subcommittee on Investigations and Oversight of the
House Committee on Science, Space, and Technology, entitled "Bugs in the Program",
September, 1989. All too often, software is delivered late, and/or with cost overrun, and/or
does not work the way it is supposed to, and/or doesn’t do what the user wanted. According
to the report, we end up paying twice for the software - once to develop it and again to make
it work the way it was supposed to.

On the surface, it looks like those who are developing software for Mission Critical Defense
Systems (MCDSs) are falling short, compared to those who develop commercial software
products. But, there is a big difference:

. Software for Defense Systems is usually developed to meet "a user’s needs", which are
stated in the requirements specification,

. whereas, the primary requirements of a commercial product are usually that it offer
a general capability, and that it be marketable. The concept of developing software
to "meet the requirement" usually does not exist.

The Department of Defense is probably our country’s largest buyer/developer of customer
software. Our software is evaluated on the battlefield, not the marketplace. Our
requirements are completely driven by the user. In manner that is timely for a given program
w. must capture and translate our customer’s necds into a system that helps him do his job
better, faster, safer.

Many times, our users do not know how to express what it is that they want or they are not
able to know what they really need, during the time that we allocate for recording their
requirements. It is not their fault. A typical user’s job is to do his job, not to describe it, and
not to describe it in a language that is understandable to a software developer. Because of
the complexity and newness of the systems that we deal with, the user may be overwhelmed.
After acquisition commitments, he often comes back with latent insights on how the proposed
automated system can better help him. These new requirements are sometimes derived from
subsequent experience with home computer technology. Sometimes, new requirements are




driven by changing battlefield realities. Let’s stop blaming the user for changing requirements

and find a way of developing systems and software despite an incomplete and changing set
of requirements.

In reality, not a lot of attention has been given to the requirements problem. (I believe that
the last workshop of this nature took place in Columbia, Maryland, in 1982.).

That is why we are here. In this room, we have a group of people who recognize that there
is a problem, who have thought about it, and have even done something about it.

My hope for us is to bring our individual efforts into focus and try to chart our course for the
future.

If you have any solutions now, let us know. If we are marching in the wrong direction, let
us know. Let us know where we should concentrate our efforts over the next 2-3 years. That
is our job over the next 2 days.

10
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3.1

WORKSHOP PROCEEDINGS

Introduction

By the year 2000, it is projected that the total United States (US) soft -are production costs,
which have been growing exponentially, will reach $400 billion. By that time, the Department
of Defense’s (DoD’s) annual investment will be $63 billion.

Software procurement, development, and maintenance are critical. Software is frequently
cited as the reason for many systems being late, over budget, and not fully functional.

As much as fifty-five (55) percent of system errors are introduced during the requirements
definition phase. This is when the needs of those who will ultimately be affected by the
system are captured and re-written in a condensed form for solicitation and then later
translated into a form that is best understood by those who develop the software.

Research has demonstrated that the cost of solving requirements-related problems increases
drastically with the time it takes to detect an error. In a typical sample project, the estimated
cost to fix a software problem (in the requirements phase) increased from a factor of two (2)
to a factor of two-hundred (200), when a requirements-related problem was not noticed until
the system was completed and installed.

For commercial and military computer-based systems alike, experience has shown that,
especially for large and complex system developments, it is rare that the true needs of all
stakeholders are fully stated and understood from the outset. Furthermore, even the
requirements that are understood are not always agreed upon by all parties. To complicate
matters more, requirements that have been documented arc sometimes subject to
interpretation by both users and developers. In addition to these problems, once
requirements have been baselined, there are difficulties associated with anticipating,
contrclling, and managing changes to the baseline.

The above is a result of the lack of a well-defined Requirements Engineering (RE) discipline
which, in turn, results in cost overruns, schedule slippages, pcor quality, and systems that fail
to satisfy mission needs.

Requirements-related problems are industry wide, not unique to the military. Requirements
must not be merely addressed. They must be engineered. Accurate and timely requirements
formulation and management is a skill, yet to be perfected.

On November 14-16 1989, the US Army Communications Electronics Command (CECOM)
Center for Software Engineering (CSE) hosted the Requirements Engineering and Rapid
Prototyping Workshop in Eatontown, NJ. This event was sponsored by The Technical
Cooperation Program’s (TTCP’s) XTP-2 Panel on Software Engineering.

13



The CECOM Center for Software Engineering is the Center of Excellence for software
engineering support to designaied Army Mission Critical Defense Systems (MCDSs). It
provides software engineering and support for communication and electronics systems, from
initial system concept through development, deployment, and field sustainment. The CECOM
CSE is committed to worldwide US Army readiness.

The TTCP is a forinai arrangement for mutual sharing of research and development
resources/tasks established by member country foreign and defense ministries. Member
countries include Australia, Canada, New Zealand, the United Kingdom, and the United
States. Within the structure of the TTCP, there are eleven (11) subgroups made up of
forty-four (44) working panels and twenty-two (22) action groups. The TTCP/XTP-2 Panel
is concerned with the creation and life cycle support of software for defense-related
applications.

Many of the workshop’s forty-nine (49) international participants are leading experts in
Requirements and Software Engineering. They met to share current information on the field,
to identify and clarify the most pressing issues, and to provide recommendations to DoD for
management, development, and research relating to Requirements Engineering.

The workshop provided a forum for thirteen (13) technical presentations by leaders in the
field. The workshop participants divided into three (3) working groups for small-group
interaction on central issues. One working group addressed ' he Requirements Engineering
process and was chaired by Dr. Alan Davis. Another dealt with requirements engineering
methodologies, languages, and tools, chaired by Dr. Raymond Yeh. The third, chaired by Dr.
Winston Royce, focussed on two (2) specific aspects of Requirements Engineering,
knowledge-based approaches and rapid prototyping.

The workshop was chaired by Mr. George Sumrall and was coordinated by Mr. Harlan Black,
both from the CECOM Center for Software Engineering. Mr. Black is responsible for the
Center’s efforts in Requirements Engineering.

These Proceedings document the presentations and findings of this workshop and its working
groups.

14




3.2 Working Group 1:

Requirements Engineering Process

Edited by: Dr. Alan M. Davis, Working Group Chair

3.21 General Information

3.21.1  Working Group Participants

NAME EMPLOYER COUNTRY
Andriole, Stephen J. George Mason University USA
Batz, Joseph DoD Software and Computer Technology  USA
Black, Harlan CECOM Center for Software Engineering USA
Charette, Robert N. ITABHI Corporation USA
Davis, Alan M. George Mason University USA
Deutsch, Michael Carnegie-Mellon University SEI USA
Fink, Robert C. Performance Resources, Inc. USA
Fountain, Harrison Naval Postgraduate School USA
Harris Jr., Donald C. US Army Air Defense Artillery School USA
Menell, Raymend CECOM Center for Software Engineering USA
Overmyer, Scott P. Contel Technology Center USA
Podracky, Mark A. Digital Fantacies Limited USA
Schlosser, Edward H. Lockheed Software Technology Center USA
Toher, James SD-SCICON England
White, Douglas A. Rome Air Development Center USA

3.21.2 Roadmap: A Guide to Working Group 1 Activities

This report on the activities of Working Group 1 is divided into four parts. The
introduction identifies seven key issues concerning the requirements engineering process.
This is followed by a section on four (4) of the most critical issues, containing for each
issue an analysis, assumptions, impact, and recommendations. A conclusion summarizes
the recommendations for management and training, development, and research. This is
followed by a glossary of key terms.

15
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3.2.2

Working Group Assignments

Three (3) subgroups were formed to address the foremost critical issues. Subgroup 1
addressed issue 1. Subgroup 2 addressed issues 2 and 4. Subgroup 3 addressed issue 3.
Issues 5 through 7 were not further analyzed. The members of the working group and
their subgroup assignments were the following distinguished individuals:

Subgroup 1 Subgroup 2 Subgroup 3

Batz, Joseph Davis, Alan M. Andriole, Stephen J.
Black, Harlan Deutsch, Michael Harris, Donald C.
Charette, Robert N. * Fountain, Harrison Menell, Raymond
Fink, Robert C. Overmyer, Scott P, * Podracky, Mark A.
White, Douglas A. Toher, James Schlosser, Edward H. *

* Subgroup Chairperson

Introduction

The first of the three working groups at the Workshop addressed issues relating to the
requirements engineering process. A requirements engincering process defines:

. Each of the individual steps to create and enhance requirements,

. The partial ordering of those steps, and

. The overall flow of information among those steps.

The entire process is independent of the methods and tools utilized in any of those steps.

Working Group 1 identified seven key issues about the requirements engineering process.
In decreasing order of importance, they are:

1. Uncertainty and change are difficult to cope with.

The real user needs are rarely well understood prior to system deployment. They
are certainly not well understood during the early development phases when we
must "baseline” the requirements. The result is that our perception of the
requirements constantly changes throughout the development process.

2. Validation of requirements is critical to project success.
The validation of a to-be-established baseline traditionally entails a detailed
comparison of that to-be-established baseline with a previously established baseline.
In practice, that previously established baseline is usually the requirements
specification. Thus, for example, we verify the design documentation by comparing
it with the requirements. Using this traditional definition of validation, we now
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have a significant problem with respect to validating the requirements: To what do
we compare the requirements? The current practice is to have a customer sign otf
on the requirements; this is contractually acceptable, but not sufficient in achieving
true validation. The best available technique today might be the use of a

prototype.

3. Muitiple stakeholders make it difficult to reach closure.

Many individuals with many diverse backgrounds have a stake in the success of a
project. Most have opinions concerning what the requirements are. How can we
accommodate all these diverse goals?

4.  We do not know how to track progress in requirements development.

We all know of the famous "99% syndrome" in software development (i.e., it takes
25% of the time to complete the first 99% of the work, and 75% of the time to
complete the last 1%). How can we prevent this in the software requirements
specification (SRS)? The industry norm today is that we simply declare the SRS
complete when it looks like it’s time to move on to design.

5.  Different processes are needed for different problems.

There does not exist a universal process model for requirements. Each class of
problem requires a different model.

6.  Systems/Software/Requirements/Design distinction is unclear.

There is little uniformity in the industry concerning the use of the terms "system
requirements," "software requirements," "system design," "software design," and
"specifications." But it is more than a semantic problem. During each of the
phases, developers regularly violate the bounds of their phase. This may or may

not be detrimental, but it must be understood.

7. The existing inventory of systems needs to be retrofitted to new requirements
engineering technology.

There is a large active community of people studying and performing "reverse
engincering” to the huge inventory of existing software systems. These people are
primarily retrofitting code quality into systems built before good coding principles
became well understood. As we learn more and more about proper requirements
practices, does it make sense to retrofit existiug systems with this quality?

3.2.3 Issues

The following four (4) subsections address the first four issues described above. Three
(3) subgroups were formed to address them. Work on the last three was deferred, due
to time constraints.




3.2.3.1

Uncertainty and Change are Difficult to Cope With

During the requirements engineering process, we are repeatedly faced with uncertainty.

Are the requirements correct? Do they accurately reflect real needs? Can a system be
built that satisfies these requirements? Is it possible to validate that a system meets these
requirements? We are also constantly presented with changes. User needs change. Our
perception of user needs changes. Designers discover unsatisfiable requirements. Both
uncertainty and change introduce significant risk into the system development and
acquisition process. One means of reducing the risks associated with uncertainty and
change is evolutionary acquisition. In this approach, we acquire a system in increments.
Each increment is an improved superset of the previous increment’s requirements driven
by changing needs. Determination of these additional needs can be accomplished through
avariety of evolutionary requirements engineering approaches including rapid prototyping.
Evolutionary requirements engineering runs counter to the defense system acquisition
"culture”. The current belief that all system requirements can be specified at one time is
deeply embedded in DoD standards and acquisition policy.

Unfortunately, premature freezing of requirements specifications may lead to:

. An incomplete understanding of true system requirements (both functional and
non-functional).

. An incomplete understanding of engineering and political tradeoffs.
. The addition of non-essential/unnecessary requirements.

*  The inability to respond adequately to external changes which occur in the
operational context.

The last item is of critical importance. DoD systems are expected to respond to a wide
variety of changing circumstances, some within DoD’s control, and most not. These
circumstances create new system requirements unforeseen, indeed even unpredictable, at
the outset of system acquisition. These requirements are driven by political circumstances
(e.g., changes in the threat or in domestic funding), changes in military doctrine, increased
user insight, and changing technology. The result is that:

. Systems are 3-5 generations behind currently available technology

. Systems cannot change quickly enough to meet new requirements dictated by new
operational contexts.

. Many systems exhibit poor quality, are over budget, are late, and/or fail to support
the required mission.

An evolutionary acquisition process will mitigate these problems considerably. The first
phase of an evolutionary acquisition process defines the set of acceptable requirements
which can be partitioned into an incremental build of the system. The acceptable set of
requirements consists of all requirements which are perceived as being necessary (although
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3.2.3.1.1

some requirements may be better understood than others). This acceptable set is called
the evolutionary framework.  Using Joint Application Development (JAD),
rapid-prototyping, mock-ups, etc., a partitioned subset of well-understood requirements
(i.e., generally the requirements with the minimal uncertainty) is constructed. Once this
set of requirements are defined, the second phase of the evolutionary process occurs.

The requirements of an evolutionary framework are used to build an increment of the
system. An appropriate process model is applied to further refine the requirements. Each
increment is a superset of the previous increment. The evolutionary requirements activity
continues through the life of the system, until the need for evolution diminishes to near
zero. Along the way, rapid prototypes are used to validate prospective requirements prior
to the next build. This helps to reduce uncertainty and change, and thus risk.

Sub-Issues

There are several management and technical sub-issues that affect the feasibility of
evolutionary acquisition. The management sub-issues are as follows:

. Current acquisition regulations and system and software engineering standards such
as MIL-STD-490A and DOD-STD-2167A, encourage the early binding of
requirements.

. Who manages the evolutionary requirements activity? There needs to be significant
cooperation here between contractor and Government personnel. Only the
Government can adequately represent the needs of the user community. Only the
contractor can understand the design implications of requirements evolution.

. The acquisition agency must be aware that the evolutionary requirements
engineering activity is on-going, and as such, will require funding and deliverable
schedules which are subject to change. Government personnel may perceive this
approach as open-ended and counter to effective cost control, schedule control, and
other resource controls.

The technical sub-issues are as follows:
. How can we partition requirements into builds that make technical sense?

. The initial partition of requirements must be "correct enough" to serve as a proper
foundation for later builds. It (and the initial few partitions) also must be of a
sufficient breath and depth to gain support by the sponsoring activity. A partition
which is "too small” for example, may not show "progress” in the eyes of the
acquisition agency.

. We must use methodologies and toois which wiii support incremental acquisition.
Methods such as defined within the U.S. Navy Research Laboratory’s Software Cost

Reduction Project is an example. This issue is related to the sub-issue concerning
DOD-STD-2167A.
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3.2.3.1.2

3.2.3.1.3

3.23.1.4

Assumptions

The following are the assumptions made:

*  The evolutionary acquisition approach is assumed to be a more effective and lower
risk approach than other current approaches, although no real proof is available to
support this assumption.

. Partitions are subsets of the entire set of requirements. Increments are the portions
of the prototype that implement corresponding requirements partitions. Partitions
and their resultant increments must occur within a short time-frame to minimize
changes to the next partition and increment.

. Initially, and at each subsequent stage, a stable set of requirements can be
established and partitioned.

. All stakeholders will be involved in the partition of requirements into increments.
Impacts
If the evolutionary acquisition approach is implemented, we believe:

. Uncertainty concerning requirements will be reduced because uncertainty is
addressed incrementally.

. Expectations will be more realistic.

*  The final system will more closely meet expectations.
. Risk will be sharply reduced.

Recommendations

. Management and Training.

- Make changes to acquisition policies, acquisition regulations, and DoD
standards to facilitate evolutionary acquisition.

- Educate contracting officers and their technical representatives on this
evolutionary acquisition approach. Emphasize that system requirements
cannot be fully defined a priori, and that requirements engineering is
continuous throughout the life of the system.
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3.23.1.5

3.23.1.6

. Development

- For each incremental build of a given software process or (in DoD terms)
Computer Software Configuration Item (CSCI), the corresponding defined
partition must remain frozen during the implementation of that build.

. Research

- Research is required on techniques for defining acceptable partitions of
requirements.

- Research is required to determine if the evolutionary acquisition approach is
more effective than others.

- Research is required to determine how to define partitions in such a way that
they can tolerate the inevitable changes that will occur.

Validation of Requirements is Critical to Project Success

The ability to determine whether documented requirements are an accurate reflection of
actual requirements (i.e., the real user needs) is crucial to the success of any software
development effort. Often requirements content is heuristic and judgmental. Many of
the system issues addressed by requirements have no apparent right answers. In most
cases, it is impossible to understand the real requirements without the presence of a
working system in the users’ hands. Since most acquisitions do not include up-front
prototypes, most requirements are not validated in any way until after system deployment.
An acquisition strategy involving prototyping provides an early system on which multiple
stakeholders can base a decision concerning system suitability.

The validation process involves identifying the guarantors and developing validation
statements. For any single system there can be many guarantors and validation statements
of varying rigor and credence.

Sub-Issues
The goal of requirements validation is to reconcile documented requirements against a
referent or set of referents. Realization of this goal substantially reduces the risk of later

breakage of the software or hardware architectures caused by inaccurate or incomplete

requirements. This goal is often complicated by the absence of a referent. The sub-issues
are:

. What can be done to validate requirements when no referent exists?

¢ How can we validate the requiremenis against an existent refercnt?
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3.2.3.1.7 Assumptions
The following are the assumptions made:
. Requirements validation is possible.
*  The end user is the principal stakeholder. The relative importance of any
stakeholders is contingent upon project constraints and the point at which the

stakeholder enters the lifecycle process.

. In practice, systems are often, if not always, accepted without validated
requirements.

°  Validation is a dynamic process which, in concept, may never end.
3.2.3.1.8 Impacts
The impacts of requirements validation are:
. decreased likelihood of cost overruns
. elimination or reduction of rework and schedule slips
. lower risk of development (management, schedule, cost, etc.)
. more effective systems.
3.2.3.1.9 Recommendations
. Management and Training
- Remove excessive DoD barriers to contractor contact with users.
- Update acquisition policies to support evolutionary life cycles.
- Increase awareness of prototyping methodologies.

. Development

- Develop standardized models for interdisciplinary user/customer/contractor
approach to requirements validation.

- Construct widespread test beds (e.g., Army Interoperability Network -- AIN)
and associated data bases in more applications areas.
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3.23.2.1

. Research
- Perform research into automating the synthesis of design from requirements.
- Develop practical formal requirements methods.

Multiple Stakeholders Make it Difficult to Reach Closure

A software-intensive military system typically is employed by many users in a variety of
situations and contexts. These users, situations, and contexts all provide different
viewpoints for determining system requirements. Many other players also have important
stakes in the success of the system: testers, developers, managers, acquisition personnel,
configuration management personnel, quality assurance personnel, maintenance personnel,
etc. The current DoD requirements process often fails to include some of these
viewpoints. Conflicts among the different viewpoints and among the requirements based
on them is often unrecognized or inadequately resolved. All of this leads to requirements
that are incomplete, inconsistent, unrealistic, or misunderstood, resulting in poor quality
systems delivered late and over budget.

Sub-Issues

System stakeholders can be classified as those who:
a.  Affect the system

b.  Are affected by the system

¢.  Both affect and are affected by the system

Potential stakeholders include end-users, proponents, funders, program managers, builders,
testers, and system maintainers. Viewpoints of military end-users are a function of their
level or echelon, the unit mission or function, and their experience with
automation/computerization. Proponents for military systems are charged with developing
mission requirements, representing the end-user’s viewpoint throughout the development
process, and defining system requirements. Organizations which approve/control funding
clearly are stakeholders in the system requirements. Program managers, their support
staffs, and their contractors who build systems must interpret and modify requirements
which are often vague, inconsistent, and incomplete. Organizations which maintain and
extend the system have a significant stake in the system during most of its lifetime.

Three (3) sub-issues relate to the multiple stakeholders, the multiple system contexts, and
the development life cycle phases:

. How can we resolve the disparate, possibly conflicting, needs and views of the
multiplicity of stakeholders?
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How can we resolve the disparate needs resulting from classes of users who must
operate with the system in multiple contexts? The users cf a system typically
emanate from multiple organizations. ‘These organizations have different missions
and different battlefield environments.

How can we resolve the needs and views considering that they are changing
constantly over time? They change constantly because the membership of the
stakeholder group changes, the individual people themselves change as they learn
and grow, and the requirements specification is used in different ways.

3.2.3.22 Assumptions

32323

3.2.3.24

None Identified.

Impacts

Reconciliation of stakeholders viewpoints would result in:

Significantly decreased risk of user dissatisfaction

Less cost overruns and schedule slippages

Increased productivity (stakeholder satisfaction per dollar)
Increased trust among stakeholders

Decreased risk of project cancellation

Recommendations

Reconciling divergent requirements perspectives of multiple stakeholders is a difficult
problem. It will require the cooperative efforts of individuals representing all significant
viewpoints. We have proposed three (3) approaches. They are ordered from the easiest
to implement to the most difficult to implement. Their order also corresponds to the
order from the least positive impact to the most positive impact.

Develop and document a procedure to evaluate and rank the importance of
requirements based on who the supportive stakeholder is.

Expand the above procedure to evaluate and rank the importance of requirements
based on the motivations and purposes expressed by the supportive stakeholder as
well as on who the stakeholder is.
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. Develop and document a procedure that can be used to capture the complete set
of requirements, as follows:

- Identify and define all significant viewpoints and stakeholders
- Determine and define requirements for each viewpoint

- Communicate viewpoints and requirements to all stakeholders
- Jointly evaluate requirements

- Negotiate a reasonable requirements envelope

- Test the requirements envelope continually

- Iterate through all activities until system retirement

This process must include all stakeholders and their requirements.  Effective
communication of the viewpoints and requirements depends upon a combination of good
documentation and face-to-face refinement. Requirements should be evaluated jointly
with respect to priority, volatility, consistency, feasibility. The concept of a "requirements
envelope” is key. We believe that a single, completely consistent requirements set may
be unattainable in many cases. It may also result in overly constrained requirements,
leading towards a less adaptable system architecture. The goal is to uchieve a consensus
requireraents envelope that reduces, but does not eliminate, variety and inconsistency.
A good requirements envelope will focus the requirements sufficiently to sat -’ current
requirement perceptions without overly constraining them. The requirements envelope
should include measures of priority and volatility. The process should test the
requirements envelope continually, by testing, simulation, prototyping, and partial system
deliveries.

Further specific recommendations are:
. Management and Training
- Acknowledge the importance of multiple requirements perspectives.
Management should require formal recognition of multiple stakeholders
requirements perspectives, and expand the requirements -nalysis and

prototyping phases to include these.

- Enhance life cycle models to accommodate deeper requirements analysis and
modeling of the interrelationships among requirements.
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3.23.3

3.2.3.3.1

. Development

- Develop a set of software tools to support "multiple stakeholder requirements
perspectives” analysis. The tools should consist of user taxonomies of
organizations, and methods for conducting requirements trade-off analysis.

- Apply the new methods and tools developed above to real applications.

. Research

- Develop models to capture multiple stakeholder requircments.

- Develop and apply new methods for trade-off among competing and
conflicting requirements.  Risk-based decision techniques such as
multi-attribute utility, classic cost-benefit, and Pareto optimization techniques,
among others, can be used in this arena.

We Do Not Know How to Track Progress in Requirements Development

Progress metrics for the requirements process differ markedly from production oriented
process metrics because there is no clear end point. Requirements engineering is a
continuing process based on exploration and diccuvery, often creating unexpected
iterations. Nonetheless, some subjective orieried indicators of progress are possible.
Sub-Issues

The following sub-issues bear on the problem:

. A technical feasibility indicator for implementing a requirements set is a desirable
measure.

* A cost/schedule feasibility indicator for a requirements set is a desirable measure.

*  The contractual/political environment does not accept that exploratory processes
have a built-in level of backtracking and iteration.

. We are dealing with a judgmental, discovery driven process with no clear end-point.

. Progress is not necessarily monotonic. Time/schedule is, therefore, often a poor
metric.
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3.23.3.2 Assumptions

The following assumptions are made:

Progress can be observed, but not necessarily measured in an objective fashion.
An agreeable metric of progress is possible.
Progress is not necessarily a linear or well-behaved function.

Risk (as to technological feasibility and cost/schedule) can be assessed periodically
and thereafter monitored.

3.233.83 Impacts

The impacts of measuring requirements progress are:

An appropriate definition of progress that can substantially reduce risk

Measurable progress observations that aid/feed the requirements development and
validation process

Well-thought out, accurate requirements

Reduction of arbitrary and/or autocratic decisions concerning the completion of the
requirements baseline

Decriminalization of early problem recognition and correction.

3.2.3.3.4 Recommendations

Management and Training

- Current contracts often encourage the early freezing of requirements and
discourage subsequent changes to those requirements. Award fee structures
on contracts should be modified to encourage the creation and timeliness of
requirements specifications.

- Develop a team approach to help reduce unrealistic expectations on the part
of the user/customer.

- Educate program managers and team members that "changing your mind" as
a result of new information is acceptable.

- Train Government program managers in the use of acquisition models that
employ prototyping.
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. Development

- Apply the new metrics developed above on actual projects.

Develop an explicit requirements validation plan for every project.

J Research

- Develop and use effective metrics to measure requirements progress and
completion.

- Develop more rigorous risk assessment and risk management techniques.

3.24 Conclusion

In this section, we summarize the recommendations of Working Group 1:
3.24.1  Management and Training

. Change acquisition policies to accommodate evolutionary acquisition.

. Educate all stakeholders on various acquisition alternatives such as the evolutionary
acquisition model.

*  Train all stakeholders on the value and role of prototyping in the system life cycle.
*  Involve all stakeholders in requirements:
- Determination
- Validation
. Realign incentives/milestones to more easily capture requirements "progress”.
. Introduce risk-based decision making.
. Reduce DoD barriers to developer-user interaction.
3.2.42 Development
. Freeze requirements in small incremental builds.

. Develop more testbeds like AIN to validate interoperability eariier in the
development process.
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3.2.4.3

3.2.5

Research

Develop new techniques to isolate acceptable requirements partitions.

Develop new techniques to accommodate change in requirements and designs.
Develop and refine practical forinal requirements techniques.

Define a multi-stakeholder requirements process.

Develop thorough understanding of requirements "normalization." Somewhat
analogous to database normalization, this envisioned technique would enable two
sets of requirements to be shown to be equivalent.

Define and understand requirements process models.

Define and understand models of requirements progress.

Perform experiments to determine what conditions make cvolutionary acquisition
and prototyping practical.

Develop tools/techniques to capture merits/tradeoffs among requirements.

Glossary

Requirements Specification - A requirements specification is a document containing all the
requirements for a system.

A requirements specification is complete if everything that all the eventual
stakeholders (customers, users, etc.) want is specified.

A requirements specification is consistent if no two subsets of requirements conflict.

A requirements specification is unambiguous if every one of its requirements has
only one possible interpretation.

Guarantor - The guarantor is the group of stakeholders who are the final authority on the
sanctioning of the requirements and the validation statements.

Prototype - A prototype is a partial implementation of a system constructed primarily to
enable customers, users, or developers to learn more about a problem or its solution.

Referent - A referent is a baseline (such as a requirements specification document) to
which we compare the requirements for validation.

Stakeholder - A stakeholder is an individual, group, organization or system which can
influence or be influenced by the computer system.
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Validation Principle - A validation principle is the accepted warrant that is appealed to
in order to justify the validation process.

Validation Statements - Validation statements constitute the rationale or proof that
connects the requirements to their referent. Some participants maintained that a
complete proof for a requirements set is impossible.
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Roadmap: A Guide to Working Group 2 Activities

This report on the activities of Working Group 2 consists of four parts. The introduction
presents the group’s approach of dividing into four subgroups, pne each for methodology,
tools, languages, and integration. It summarizes the major issues the working group
addressed as well as the major recommendations it proposed, covering policy and
management, development, and research. Next follows a section on methods and tools,
which addresses the six interdependent subprocesses that, according to the group, best
describe the requirements engineering process. For each subprocess, discussion is
provided on the activities, methods, and tools that apply to it; an analysis of the problems
and issues that occur within it; and recommendations. Activities across all subprocesses
are addressed at the end of this section. The language section follows, focussing on
problems and issues, objectives, features of existing languages, and recommendations. The
report concludes with a glossary of key terms.
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Introduction

Requirements engineering is a new, vital frontier for software research. Several
organizations are researching and developing requirements engineering processes. These
processes are only practical and cost-effective when supported by the appropriate
methodologies, language, and tools. Many software engineering tools and methodologies
have been developed to solve parts of the software engineering problem. But the
methodologies, languages, and tools for software requirements have not received adequate
emphasis in an integrated sense for a complete requirements process.

Requirements engineering methodologies, languages, and tools are support mechanisms
for any requirements engineering process. The objective of Working Group 2 was to
investigate specific mechanisms relating to a full spectrum of activities within the
requirements engineering process.

Working Group 2 initially assumed that the requirements process is extensive over time
and in level of detail, ie., it may include generations of systems and broad domain
analysis, as well as detailed systems specifications concerning user needs. Furthermore,
it was assumed that the process is intertwined with the overall system evolution and has
the following six generic sub-processes:

1. Context Analysis - analysis of problem space and application domain; deais with
description of problems only, not solutions.

2. Objective Analysis - analysis of the solution space, and system objectives for life
time use.
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3.3.2.1

3. Requirements Determination - specification of characteristics the system must meet
to satisfy user needs.

4.  Requirements Analysis - analysis of expressed requirements; includes related
refinement, elaboration, and correction.

5. Synthesis - formation of a cohesive specification from the detailed analyses; involves

integration of partitioned analyses occurring due to problem complexity and
breadth.

6.  Validation - ensuring that the expressed requirements match real user needs and
constraints.

These six generic requirements sub-processes do not necessarily occur sequentially, and
are interdependent. Furthermore, the support mechanisms, which are methodology, tools,
and languages, are interdependent.

The Working Group 2 approach was to break into individual analysis groups, one each
for methodology, tools, and languages, and a fourth specifically for integration.
Intermittent synthesis occurred by collective meetings and was catalyzed by the integration
subgroup.

In order to analyze the support mechanisms, the subgroups were tasked with identifying
specific activities associated with each sub-process, and identifying specific support
mechanisms for these activities and sub-processes. Some of the activities, such as

prototyping, span more than one sub-process. Detailed analyses for each sub-process are
presented in individual sub-sections in this report.

The language analysis is presented in a separate section because the Language subgroup
felt that language support integrates with the other areas in a broad way. The Language
subgroup analyzed requirements for a common requirements language schema.

Major Issues

The following major issues surfaced during subgroup analysis and synthesis:

. Policy and Management Issues:

- There is lack of widespread awareness of the importance of requirements
engineering, especially in management and acquisition offices.

- There is a lack of emphasis for the requirements process throughout the life
cycle, and {or its related policy and funding support.

- There is general unawareness that requirements engineering is vital to system
success, and hence to national security and economic vitality.
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Development and Research Issue

Currently used languages and methods fail to capture requirements
information to effectively enable system evolution.

Lack of understanding of the so-called "non-functional" requirements -
performance, reliability, maintainability, security, safety, etc.

Tools are not integrated to support the widespread needs of the requirements
process.

Lack of effective means to salvage large investment in current, large software
systems.

Lack of understanding of what to measure and how to measure key
requirements process parameters.

3.322  Major Recommendations

Major recommendations developed by Working Group 2 are as follows:

Policy and Management Issues

Change acquisition policies and management practice to support a
requirements - centered development life cycle model.

Increase training of management/acquisition personnel in requirements
engineering.

Establish an information/consultation center on requirements engineering
(process, methods, tools, and metrics).

Reallocate currently available funds supporting downstream software activities
to requirements engineering activities, (i.e., concentrate more resources on
identifying and confirming what is to be built, rather than on how to build it).

Development and Research Recommendations:

Develop wide spectrum language to support acquisition, representation, and
reuse of requirements information and its related knowledge.

Develop methods to capture, integrate, and measure the so-called
non-functional requirements.

Develop an integrated environment of requirements engineering tools.

Develop methods and tools to support reverse engineering of current systems
that are able to be modernized.
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3.3.3

3.3.3.1

3.3.3.1.1

- Determine and develop meaningful metrics supporting modern requirements
engineering practice.

Methods and Tools Support for the Requirements Process

This section presents the detailed results of analyzing the six generic requirements
sub-processes. Each sub-process was analyzed for the following:

. The detailed activities that are components of that subprocess, methods for
performing the activities, software tools that assist in performing the activities
(presented in a table and related discussion);

. Problems and issues concerning methods and tools; and
. Recommendations and research areas concerning the methods and tools.
Recall that the six generic requirements engineering subprocesses are:

Context Analysis

Objective Analysis
Requirements Determination
Requirements Analysis
Synthesis

Validation

Context Analysis

Context analysis involves analysis of the problem space and application domain of a
potential system to be developed. It deals with description of problems only, not
solutions. (See Table 1.)

Discussion

Context analysis is a general activity under which four major sub-activities were identified.
Requirements are those defined and derived from the "setting” within which the system
must operate.

Identification of the problem space boundaries is important for understanding the
environmental constraints under which systems will be developed, operated, and evolved.
Methods for performing this activity include document reviews (mission, scencrios, and
higher-level requirement statements of existing systems), interviews with potential users,
market analysis, and policy guidelines. People involved include decision-makers and
potential users. System environment identification also includes the physical, functional,
economic, social, and cultural parameters that will be associated with or that affect
requirements.




Table 1. Activities, methods, and tools for context analysis

Actlvities Identify problem space boundaries:
political
cultural
legal
resources (material, human, informational, financial)
organizational policies and procedures
technological scope

Needs identification:

identify market needs and trends

threat assessment

problems with current systems

identify the common needs of different organizations
Application modsling

enterprise modeling

mission modeling

identify information rasources

Postulating solutions

Methods Interview
Document Reviews
Conceptual Modeling
Delpht
Group Decision Support
Analysis
Surveying Current Systems
Observation
Role-Playing
Walk-through
Gaming

Tools Concept Modeling Tools, e.g.:
P-Tech

Knowledge Engineering Tools, e.g.:

Expert System Shelis, Prolog
Enterprise Modeling, e.g.:

Entity-Relationship Models, Activity Models, Behavior Models
Simulation Models

A second major sub-activity involves needs identification. This includes interviews with
users of existing systems, customer questionnaires, reviews of official needs documents and
statements of needs from customers, and market surveys. Support methods also include
"Delphi", modeling, and critiquing of existing systems.

A third major sub-activity identified is application modeling. This involves spelling out
those effects governed by the surrounding user’s community that will affect requirements.
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3.3.3.1.3

3.3.3.2

3.3.3.2.1

It may involve modeling the general user requirements at a meta-system level, using
enterprise modeling tools. Sach models should project future changes. Personal
interviews and review of materials concerning the user’s environments provide
information. Participants include the customer/user. How the system will be maintained
is an important consideration that feeds this activity. The system should be considered
from the viewpoint of the business and its procedures and structure/organization. This
leads to consideration of the "business" working methods and related ramifications in
terms of need/change.

A fourth major activity is postulating solutions. It is performed not so much to identify
solutions as to help clarify the problem. This activity may involve surveying technology,
conceptual modeling, and gaming. Concept modeling and simulation tools support this
activity.

Problems and Issues

The context analysis phase requires the management of many pieces of informal
information. This information is dynamic and unstable and so it requires flexible tools.

The problems with these can be generally categorized as being too removed from those
specifying the requirements and being too complex for them to make good use of the
capabilities. The information being captured is in a large number of cases too general or
informal. Most of the tools are static and require extensive resources both in terms of
manpower and computers to simulate "world models” and provide meaningful outputs
rather than the obvious.

Recommendations and Research Areas

This relatively infant sub-process needs extensive modeling in a number of areas to
provide a base of support. Initially it should be supported by R&D. Modeling will involve
knowledge acquisition and representation, and utilize common structured knowledge.
Further research is needed regarding elicitation techniques.

Further support for multiple domain analyses is also needed, and these should model
adaptation, change, what-if scenarios, and sensitivity analyses.

Objective Analysis

Objective analysis involves analysis of the solution space, and system objectives for lifetime
use. (See Table 2.)

Discussion

This activity focuses on defining the "mission-level” requirements of a system. Definition
as to how the system will satisfy user needs over the long-term is captured and refined.
Therefore, the activities listed in Table 2 are intended to focus on defining (and later
revising) the high-level, long-term objectives that the system, and all aspects related to its
evolution, should satisfy.
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Table 2. Activities, methods, and tools for objective analysis

s A S

Activities Define spacific problem to be solved
Dsfine system/environment boundary and interface

Define life cycle profile:
length of use
expected breadth of use
desired Return On Investment

Define user profile:
frequency of use
education/experience of user

Identify non-functional requirements:
nacessary reliability, security, performance, etc,

Identify critical success factors:
prioritize major objectives

Identify operational capabilities:
basic needed functions of the target system
determine wish lists of major objectives

Conduct feasibility analysis
physicalftechnical, financial, political, cultural

Uncertainty and risk assessments for major objectives
Perform trade-off analysis of major objectives

Methods Interview
Documention Review

Trade-off Analysis
modesling, role-playing

Build scenarios of high level system usages, possibilities
Delphi techniques
Group decision support methods

Tools Conceptual Modeling Tools
Knowledge Engineering Tools
Enterprise Modeling Tools
Security Models
Reliability Models
Formal Verification Tools

In addition to identifying the system/boundary interface, operational capabilities, and
analyzing feasibility regarding technical, operational, and economic factors, there is other
important information to gather. There is need to identify the expected breadth of use,
and long-term time and economic scope of the new system. This includes developing a
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3.3.3.2.3

long-term plan and an acquisition scheme, including a scenario of planned yearly goals,
and a projection of the kinds of contracts to be used. It should also identify the
anticipated evolution of the new system, i.e., is the system expected to suppnrt a static or
dynamic environment. Toward this end it is particularly important to identify the critical
success factors for primary decision-makers who will use the new system (this promotes
estimates of Return on Investment (ROI) for the project, and trade-off analyses).

In addition, there is need to identify the resources for information contributing to
requirements determination. This may involve creation of a plan for who, generically,
should participate, and how to sustain continuity of expertise over the whole life cycle.

Activities also include identification of constraints, especially with respect to policy
constraints levied by government by economic realities, current market conditiors, or
availability of resources. Schedule is also a constraint in terms of meeting a "window of
opportunity".

Finally, we note that non-functional requirements concern reliability, security,
maintainability, extensibility, etc. Allocation of priorities to ubjectives is also done. In
order to prepare for work in deciding among alternatives, evaluation criteria called
alternatives metrics must be considered.

People involyed in the objective analysis process include experienced user and domain
specialists (e.g., Training and Doctrine Command (TRADOC) people in the army), system
architects (e.g., industry experts), operations research analysts, financial analysts, and
policy makers.

Applicable tools during objective analysis include those tools which were used during
context analysis. In addition, modeling tools which help with some non-functional
requirements have been developed. For example, security models, formal verification
systems, and reliability modeling tools now exist.

Problems and Issues

In general, the problems with modeling tou!s here concern their limited applicability, e.g.,
security modeling addresses a very big prcblem but in a very narrow domain of
applicability. In addition, these modeling tools fail to scale up to realistically sized
systems. In some cases, especially the reliability models, credibility of the results is an
issue.

Recommendations and Research Areas

There needs to be R&D for how to specify non-functional requirements. In particular,
we need methods and tools to

. Support conflict resolution, e.g., maintainability vs. reliability,

. Enable specifying "degree of", e.g., quantifying, such as levels of security,
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3.3.3.3.1

. Help identify relationships among the "ilities",
*  Model with wide applicability, e.g., scale up kinds of current modeling,

In addition, we need R&D to learn how to do more relevant workload modeling, analysis,
and simulation,

Requirements Determination

Requirements Determination involves specification of characteristics the system must meet
to satisfy user needs. (See Table 3.)

Discussion

The requirements determination activity uses and analyzes the gathered information from
context -.nd objectives analyses (goals, obj-ctives, and needs) to create a comprehensive
list of requirements for the system to be developed. Alternatives are identified and
evaluated. For each alternative under study, a feasibility study must be performed to
assess the ability of the sponsoring organization to develop the alternative, technically and
with respect to available resources. This activity also involves on-going revision and
evolution of such requirements.

In general, requirements can be classified as either functional or non-functional, although
there is substantial interdependence. Ncn-functional requirements traditionally refer to
constraints, necessities in performance and security, and the "ilities" such as quality,
reliability, availability, maintainability, etc. The satisfaction of many non-functional
requirements depends on whether and how certain functional requirements are met.

Methods focus on investigation through the building and examination of prototypes
(functional/operational) to understand the requirements in-depth. Generally, the
combined set is not easily comprehended without some form of realistic viewing or testing.
Investigation is also supported by interviews with customer/user/management-personnel
(who have been identified in the phase of context analysis), and by document review and
feedback of information among the role players.

Specification methods, such as data flow and object-oriented, help thinking through the
problem and characterizing the functional requirements for communication. Templating
supports the capture and description of non-functional requirements. The techniques of
n* charting and modeling, in association with prototyping, support trade-off analyses.

Among existing tools that deal with requirements determination are the range of currently
available requirements modeling tools which support data flow diagrams, functional
decomposition, state-transition diagrams, entity relationship diagrams, petri-nets, stimulus
response networks, etc. Other tools that are applicable here, especially for determining
the feasibility of alternatives, include model development tcols for analytical models,
simulation models and cost models. In the area of simulation models, some success has
been gained by "tuning" or "tailoring" a model to a very narrow and specific application
domain so that its results are produced with greater fidelity.
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Table 3. Activities, methods, and tools for requirements determination
L. . ., . . ]

Activities Determine system requirements
Analyze identified needs
Examine different user viewpoints
Perform transaction analysis, create scenarios
Identify, analyze data requirements
Determine functional requirements
Determine non-functional requirements

ldentify alternatives, wish lists, potential enhancements or modifications

Perform trade-off analyses
benefit for added cost
henefit for extra risk
expected lifetima, evolveability of solutions
uniqueness of solutions vs. common needs of different organizations

Identify problems, issuss, risks

Do Planning
Workload characteristics expected for the future system
Developmental constraints
Schedule and resources needed
Allocation of people and resources to tasks to be performed
Methods Prototyping
Interviewing

Specification
data flow, object oriented, state transition

Templating
n? Chart

Revisws with peopls, e.q:
discussion groups

Study and observation:
current environments, existing systems, related documents

Market the idea

Tools Requirements modeling tools
DFD, Functional Decomposition, State Drawings, E-R Diagrams, Petri, CORE

Models
Analytical, Performance, Simulation, Cost

Mission Specific Simulations

A A
3.3.3.82 Problems and lssues
There is a need to develop improved process and methods to help identify true

requirements. Problems concerning tools limitations were also identified. Specifically, cost
models are usually driven by "old" data, or as in the case of Ada projects, by databases
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3.3.3.4.1

which simply do not have sufficient information or enough existing Ada projects for
baselining. Simulation models are limited in scope.

Recommendations and Research Areas

The group recommends that research be supported to develop improved process and
methods, and to increase coupling between tools. To support coupling we should develop
a CASE database objects standard. The integrated tools should include comprehensive
multiple-view support with consistency checking, view generation, and support for
generation of test cases. Future simulation tools should support multiple levels of
abstraction and be able to handle changes in information easily (e.g., interactively).

Requirements Analysis

Requirements analysis involves analysis of expressed requirements; it includes related
refinement, elaboration, and correction. (See Table 4.)

Discussion

This activity focuses on improving the consistency, completeness, correctness, and
feasibility of the existing set of determined, expressed requirements for a given system.
Consistency checking looks for requirements which are in contrast or direct conflict with
others. Completeness checking looks for omissions in the expressed requirements that
could significantly affect developers’ ability to understand or build what is wanted.
Correctness checking examines whether the set of expressed requirements, if followed, will
result in a system which will satisfy the user and long-term needs and objectives.
Feasibility analysis looks at whether the set of expressed requirements are feasible in
terms of technology, operation, and economy.

In addition, this activity includes evaluation of usefulness, that is, to what degree will such
a developed system satisfy the current and future needs of the organization. Significance,
certainty, and interdependency are evaluated to help plan and prioritize work, especially
in the face of uncertainty and future requirements revision, and for support of tradeoff
analysis. Testability is evaluated both because it is needed as well as because it is a
measure of the quality of expression and understandability of the requirements.

Finally, this activity includes identification of the linkage of requirements and review of
their traceability in order to support thoroughness and consistency of future revisions of
the expressed requirements, to support testing the requirements against the actual system,
and to support maintenance of the developed system when needed changes or repairs are
desired. Several methods and associated tools apply to these activities. Many, but not all,
are listed in Table 4.
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Table 4. Activities, methods, and tools for requirements analysis

S S A S

Actlvities Consistency chscking
Completeness checking

Carrectness checking
compare specifications to major system objectives

Analyze teasibility
physical, financial, cultural, political

Review testability
Review traceability and linkage
Evaluate significance, certainty, and interdependencies

Methods* Prototyping

Structured Analysis (including modifications, real-time extensions), e.g.:
DeMarco, JSD, SADT, Yourdon, Ward-Mellor, Hatley-Pirbai

Otject-Oriented Analysis, e.g.:
001 AXES, OORA

Finite State Machines

Other specification methods, 6.g:
E-R Models, Operational, Petri-Net, PSL/PSA, RLP, SREM, USE

Quantitative analysis, mathematical modeling
View Analysis

Ranking, weighting, prioritizing

Scenario Building

Simulations

Tools* Prototyping Tools

Requirements Modeling Tools. e.g:
Cadre, 1DS

Analysis Tools/Models
consistency, completeness, performance

Specification tools, e.g:
Statemate, Dream, PAISLey, PCSL, RTRL, SSL

CORE

* Note: Most of these methods and tools are associated with languages.

For more thorough listings and descrptions of methods and tools, see () "Software Methodology Catalog* (U S.
Army CECOM Canter for Software Engineenng 1989 D Ft. Monmouth, NJ 07703-5000), (b) "Mapping the Design
Information Representation Terrain* (Webster, D., 1988 D IEEE Computer, Vol 21, No. 12), (¢} "Requirements
Engineenng: A Systematic Survey ¢f the Literature® (King, K.N., 1987 D Scitwars Enginserning Ressarch Canter,
Georgia Institute of Technology, Atlanta, GA 30332).




3.3.3.4.2 Problems and Issues

3.3.3.4.3

3.3.3.5

3.3.3.5.1

Several problems with tools for the requirements analysis activity were identified. First
and foremost, there are no multi-representational tools (ones which can accomplish all
analytical aspects) currently available. Another major shortfall identified was the inability
of current tools to tailor, or fine tune, their representation. Other tools suffered
limitations as well. Consistency tools should involve balancing various models to ensure
that the processes and data identified in one model are consistent with another, e.g., Data

Flow Diagram (DFD) vs. Entity-Relationship Diagram (ERD), State Transition Diagram
(STD) vs. DFD, but such tools are limited.

Problems involving the extensibility and robustness of the tools were noted as well.
Current completeness tools are concerned with ensuring data identified is within ranges
and values at identified points, but completeness involves much more than this. Current
performance tcols are concerned with evaluating selection by performing "rough checks";
they lack detail and are not supported by models. Such rough evaluations are insufficient
for yielding the analysis results needed to specify systems more completely, feasibly, and
to support satisfaction of the "ilities".

Recommendations and Research Areas

Recommendations from the requirements determination section apply to this activity. In
addition, further research into knowledge-based support tools is recommended for
requirements analysis. Prototyping tools need user interface definitions which are
transparent to implementation hardware. More robust modeling of function and
performance of proposed specifications is needed, i.e., closer to actual real-world
situations. Research is needed to learn how to capture non- functional requirements to
the extent that the impact to proposed changes in a non-functional requirement can be
predicted. Finally, support for development of tools to help generate and capture
operational scenarios is recommended.

Synthesis

Synthesis involves formation of a cohesive specification from the detailed analyses; it also
involves integration of the partitioned analyses that have occurred due to problem
complexity and breadth. (See Table 5.)

Discussion

The activities here are focused on synthesizing, integrating, revising, and polishing
expressed requirements into a feasible, consistent, beneficial set.

Prototyping for synthesis involves constructing or using prototypes to check if the set of
requirements can be synthesized into a system. Similarly, simulations should mimic the
entire system, not just specific parts, to examine how well the eventual system will do the
job. Sanity checks compare sets of requirements to check if they violate one another’s

basic assumptions. Logical models are used to reveal any potential problems with the
whole set of requirements.
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Table 5. Activities, methods, and tools for synthesis

Activities Resolve conflicts

Merge models and viewpoints

Integrate concerns

Integrate non-functional and functional requirements
Collect feadback to correct objectives and specifications

Methods Prototyping
Simulation
Sanity Check
Logical Modeling

Tools Requirements Modeling Tools

Prototyping Tools

3.3.3.5.2

3.3.3.5.3

3.3.3.6

The main emphasis of the tools should be to help the user observe the requirements at
work (i.e., in action).

Problems and Issues

The main problems center on tool deficiencies. Prototyping is not rapid enough. There
is not enough support for import/export between tools and/or models, both internal to this
activity, and between this and other major activities. In addition, there is often a
problematic issue of what to do when a user wants to keep the prototype as a part of the

real system (not throw it away after completion). Most prototypes aren’t built to be
user-robust.

Recommendations and Research Areas

Recommended research should focus on synthesis of data schemas, and rapid prototyping
via application domain reuse. More robust executable specifications are needed to
examine the logic and function of proposed behaviors in more realistic, dynamic ways.
Generally, research support for requirements synthesis tools is needed.

Validation

Validation involves ensuring that the expressed requirements match real user needs and
constraints. (See Table 6.)



Table 6.

Activities, methods, and tools for validation

L

Actlvities Collect stakeholders critiques, evaluations, reviews, and analyses.
Stakeholders are:
users
customers
developers
QA psople
V&V people

Methods Walkthroughs
Reviews

Inspections

Evaluations of:
Mock-ups
Prototypes
Simulations

Testing:
testbeds
trial use
alpha, beta testing
feedback during informal development tests and integration
Tools Executable Specifications
Prototyping Tools
Simulation Models
Scenario Analysis
Testbeds

Theorem Provers

3.3.3.6.1

Discussion

Validation is critical to the requirements process. It entails examining the appropriateness
of expressed, synthesized requirements to judge and revise the system mission and
objectives, and any or all system specifications.

Validation of requirements is not the culmination of the generic requirements process.
Rather, it is_an on-going activity.

Whereas traditionally communication with the user community has been thought to be a
critical factor only for the validation of requirements, we take exception to this view on
two counts. First, we believe that communication with the user community is a critical
factor for all the generic activities. Second, we believe that validation comes not just from

the user community, but from all the stakeholders, e.g., users, customers, developers, QA,
and V&V.
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3.3.3.6.3

3.3.3.7

3.3.3.7.1

Methods emphasize collecting evaluations and experiencing the ramifications of expressed
requirements through testing, trial use, thought experiments, etc. Support of breadth of
use and examination is encouraged. Collection and assimilation of feedback is essential.
Tools that support this activity include those for prototyping, generation of executable
specifications, simulations, scenarios and testbeds. Proofs of correctness are a desirable
feature for validation with theorem provers as a potential tool.

Problems and Issues

The major problems with the tools being used are their limited applicability (they don’t
scale up to a system-wide version) and the fact that many (most) of the requirements
models are not interoperable with the validation models. This relates to the problem of
inadequate import/export capability in most tools.

Recommendations and Research Areas
Recommendations for research include the following:
. Coupling working models to real-world stimuli;

. Enabling dynamic analysis through animation of requirements statements, especially
time based analysis;

. Greater focus on long-term research, such as for theorem provers.
Activities Across All Phases

Several activities, methods, and tools were identified for most of the generic activities of
the requirements process. (See Table 7.)

Discussion

Obviously, a commonly identified activity across all activities in the requirements process
is creation and revision of some type of dictionary and/or documentation facility. This
activity is coupled with traceability to support more seamless flow between requirements
expression, development, and revision of both requirements and product. Impact analysis
closely relates to traceability, as does configuration management. These activities are
embraced by some current CASE tools, but most are limited in their applicability.

The identification of activity commonality can be deceiving. We cannot emphasize
strongly enough that while the activity, and even sometimes the method and tool
identified are the same, the focus or application of the activity is different. This is part
of the reason for identifying the generic activities - to encourage these multiple focuses.
Prototyping, for example, is an activity of trial building to investigate alternatives. "What
it is" that is being investigated varies, depending on the main generic activity. Hence, the
use and purpose of prototyping will vary. Similarly, there is variation depending on context
for recording rationale; creating and using executable specifications, simulations, and
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Table 7. Activities, methods, and tools applicable to several generic requirements activities

L

Actlvitles Creating and/or revising documentation
Creating/revising dictionaries
Recording and checking rationale
Traceability
Impact analysis
Configuration management

Methods Prototyping
Interviewing
Reviewing documents
Modeling

Tools Traceability Tools/Databases
Impact Analysis Tools
Document Praduction Tools
Data Dictionaries

Gonfiguration Management Systems

medels; interviewing; and acquiring feedback. The fact that the same, or closely related,
methods and tools can be used to support these activities is a great advantage and
opportunity. In the previous discussions of problems and issues we have indicated that
this opportunity is not being sufficiently seized upon. For example, limited applicability
was a commonly cited problem, as was lack of tool integration, lack of
multi-representation, and lack of extensibility and robustness.

3.3.3.7.2 Problems and Issues

The number one issue with regard to the requirements process in general concerns
primacy of requirements and needed education. Although it comes as no surprise to
requirements engineers, the centrality or primacy of requirements needs to be reinforced
as both a policy and a practice within the systems development life cycle. For example,
the life cycle should prohibit a systems developer from changing a few lines of code and
updating the systems design without also updating the requirements data base or certifying
that the current design or code change does not change the requirements. The way to
maintain a system is via the requirements - propose changes in the requirements data base
(see para 5.3.7.3, recommendation B.). then review them (impact analysis, engincering

review, management review), and finally forward the approved changes into design and
implementation.
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3.3.3.7.3

Other specific problems and issues identified as applicable to all the six generic
requirements engineering subprocesses - context analysis, objective analysis, requirements
determination, requirements analysis, synthesis, validation - were as follows:

. How do you identify the entry and exit criteria for each activity, e.g., how do you
know when you’re done defining a requirement;

. Robust methods and tools for trade-off analysis is lacking.
. Insufficient consistency and completeness checking at multiple levels of abstraction;
. Lack of integration of requirements and development processes;

. Lack of clear delineation between prototyping and mock-up impairs selection of
different approaches to system validation and requirements determination;

. Lack of traceability and requirements linkage; e.g., need to identify a model to
depict the relationships and interactions among a set of requirements;

. Insufficient ability to handle rapid change and its impact on requirements;
. Impact analysis tools are limited in capability;
. Most data dictionaries are not object oriented;

. Configuration management tools are limited, control does not extend to manage
changes of each individual requirement.

Recommendations and Research Areas

Seventeen research topics were identified. Each is listed below along with explanatory
text.

1.  Groupware to formulate and clarify operation concepts and critical success factors.
A number of consensus oriented, decision-support oriented, and knowledge-based
approaches towards facilitating group efforts are now surfacing. The application of
these techniques to the early activities of the requirements engineering domain
should be most beneficial.

2. A life cycle requirements database to capture and manage attributes of individual
requirements and provide traceability. Given that

. The requirements data base is the central repository of the system
requirements,

. All changes to requirements need to use this data base to perform impact
analysis of candidate changes, and
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*  This data base must be kept current to reflect all approved changes, there is
then a premium on traceability and linkage of requirements as well as the
management of requirements attributes, such as level of importance, degree
of certainty (in the statement), potential for change, expected requirements
life span, etc. Tools and methods are crucial to facilitating, evaluating and
possibly automating these requirements data base maintenance tasks.

This recommendation can be made even stronger. To support tracing
requirements to designs to code to tests to documentation, etc., a
requirements database must be integrated with a database which spans all
development and usage activities, not merely activities which cover the
requirements aspects.

Identify a requirements model(s) to describe the interaction among requirements
to provide understanding and synthesis support.  Extensive requirements
specifications are difficult to understand holistically! In addition to tracing and
linkage, as well as proximity analysis methods (such as incidence, precedence,
reachability and clustering matrices) there needs to be a better understanding of the
higher meaning of several requirements interacting together. Such synthesis of
requirements can be supported by requirements models.

Mechanism for trade-off anaiysis. Tools and techniques are needed to capture,
organize, and help evaluate the many trade-offs that occur in requirements
development. Intelligent impact analysis is an example.

More seamless integration between tools, and between requirements
representations, to support propagation of change. As the requirements change -
either as direct changes to an underlying data base or as changes in generated
textual or diagrammatic derivatives - all representations of the requirements must
be updated to reflect the change. Research into better linkage between
representations is needed. Correspondingly, there is need for automated tools that
link such methods as data flow, object oriented, state diagrams, text, etc., so changes
in any such representation are reflected in all representations. Other related tools
include those for automatically maintained consistency, configuration management,
and automated documentation generation.

Methods for self-consistent, rapid modification of large systems. When emergency
changes are made to mission-critical software, the requirements are often not
updated (synchronized). Better methods and automated support for maintaining
requirements data base consistency are needed to correct this problem.

Reverse engineering methods to derive requirements from existing systems. A
number of existing systems are not accurately reflected in their requirements. This
greatly limits the use and re-use of those systems. Failing to maintain
synchronization between the requirements statement and the implemented system
as the system evolves, there is a need to use reverse engineering to (re-)synchronize
them.
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10.

11

12.

Process modeling tool for active guidance; ai.d integration of major activities.
Managers and engineers like neatly formed boxes with clean arrows leading between
them. Unfortunately, the real world of software requirements is not that well
ordered. There is a need to determine criteria for leaving a major activity,
returning to one, and transversing among the different activities of the requirements
engineering process. Data on project statistics that correlates historical decisions
with results would be of value here.

Mechanisms and metrics for aiding selection of methodologies. How do we choose
which methodology (object oriented, data flow, state-transition, etc.) is best for any
given requirements life cycle task? Coll2ction and publication of data on project
statistics would support this.

Hierarchical, multi-level Process Definition Language (HPDL) to facilitate
expansion of requirements including localization, decomposition and information
hiding. This tool would provide a method for several requirements engineers
(different stakeholders, each with different levels of responsibility and domains of
expertise) to identify and add detail in an orderly way in formulating a requirement.
Information hiding and multiple levels of detail are beneficial characteristics for
requirements browsing or other usage of requirements expression. For example, an
initial HPDL statement might be:

Develop a payroll accounting system
Pay hourly employee
Pay weekly employees

But "outliner" capabilities may enable other de.ail to be present or be added, e.g.:

Develop a payroll accounting system
Pay hourly employees
{Determine regular pay { -- decomposition }
{Sum up regular hours worked [ -- still further refined by an accountant }
Multiply by regular pay rate
Add in bonuses.}
Determine over-time pay
Calculate Deductions.}
Pay weekly employees.

Mechanisms for expressing ambiguity. There needs to be a method to purposely
express ambiguity (such as response must be fast) as a temporary place holder. A
requirements management system would then prompt a query, when it finally needs
clarification, such as: "What do you mean by 'fast'? Please provide parameters.”

Rigorous approach to consistency and completeness checking at different levels.
Although rigorous mathematical techniques exist for consistency and completeness
checking at the lowest level of requirements detail, e.g., data item/process,
techniques do not exist at any aggregate levels. In general, there needs to be
multiple levels of formalism.




3.3.4

3.3.4.1

13.  Quantification of factors in needs identification and analysis. A number of
requirements attributes need to be quantified; methods and metrics are needed.

14. 'Ilities"-driven requirements engineering methods. "llities", expressed in
non-functional requirements, are either (1) those which do not directly trace to
basic operational concepts but rather to external constraints, or (2) those
requirements which, unlike functional requirements, we have not yet learned to
express formally. A number of "ilities", chief among them maintainability (or
flexibility to change), need to be built-in to requirements as special items to be
considered throughout the requirements engineering process.

15. Tempiate and tools for identifying and describing "ilities". First a template to
identify the non-functional requirements or "ilities” (see item #14 above) in order
to keep them from falling through the cracks and then tools and/or languages to
evaluate and express these non-functional requirements are vital to this ever
important portion of the requirements data base.

16. Research into the impact of parallel processing on the requirements process.
Determine what impact, if any, parallel processing capabilities in the target
hardware has on the requirements engineering effort.

17.  Develop system mock-up approaches and tools to aid requirements determination
and system validation. Mock-ups (not to be confused with prototypes) have great
utility in requirements determination and system validation. This technology needs
to be exploited via better understanding and better tools.

Requirements Languages

Requirements engineering languages are mechanisms to express and control requirements
information. A requirements engineering language can be proposed in two basic forms:

. A syntax for a specific language notation, or
. A schema for incorporating several language notations.

The approach taken by the language subgroup was to identify problems and issues with
current requirements specification languages, develop a set of objectives, and make
recommendations for developing an encompassing language schema to incorporate the
strengths of the many specific requirements language notations. The group’s activity was
focused by constructing a set of tables which related the objectives to both present day
languages and the six subprocesses in the requirements definition process. In order to
create these tables the group progressed through an actual requirements definition
process. Table 8 reflects a summary of the tables created during the group session.

Requirements Language Problems and Issues

The generic problems of system requirements are inherently due, in large degree, to the
difficulty in specifying these requircments in a formal language. English is much too
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ambiguous and context dependent to be used for any but the most mundane requirements.
Design languages and programming languages available today are too limited to express
the range of information types and relationships needed to fully define and document
system requirements. The discovery of system failures due to errors in requirements is a
continuing nightmare.

Current problems with requirements specification languages include the following:

. Currently used languages fail to capture requirements information effectively to
support system evolution.

. Non-functional requirements cannot be adequately specitied.

. The synchronization problem - Because requirements specifications are separate
from the systems they represent, there is no automatic way to ensure that changes
to systems are reflected in the requirements, or vice versa.

. Current languages are not expressive enough to represent diverse viewpoints.

. There are too many gaps in knowledge about requirements engineering. This leads
to gaps in the formalisms that can represent system requirements, Functionally,
requirements languages are discontinuous and incomplete across the spectrum from
concept specification to executable code specification.

*  Too many facts have to be known before any requirements specification language
can be used.

Requirements Language Objectives

A comprehensive and integrated technology is needed for use in defining and
automatically developing software systems. These needs point to a wide-spectrum
requirements engineering language. Such a language should be usable to both define a
system and also support its development. Specifically, such a language should include the
ability to:

. Capture real-world definitions -- These include the definition of functions and
objects in an object-oriented environment, and the mechanisms to hide information
based on different views.

. Be inherently reliable -- Implementation-specific results are traceable to
requirements objects and changes in obiects, inconsistency and logical
incompleteness are not allowed from the largest to the smallest system details (e.g.,
data flow, priority, and timing errors are eliminated).

. Maximize flexibility -- Requirements can be specified independent of platform; can

be used in various modes (e.g., prototyping, production, documentation); may exist
in multiple forms or syntaxes but have a single semantic meaning; are generally
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declarative and non-procedural; are portable, based on an open architecture,
modular, and can represent various levels of abstraction.

Maximize the opportunity for parallelism -- Dependent, independent, and
decision-making patterns are made explicit attributes of requirements, Finding out
about parallelism issues would not have to wait until implementation.

Maximize automation -- Automatic generation of executable and non-executable
forms of the system are supported; multiple forms of the language can be
generated; multiple forms of documentation can be generated (e.g, 2167A
documents, FIPS 38, 7935); and automatic analysis for adherence to control
structures rules is supported.

Maximize reusability -- The language supports parameterized user extensions.
Reusability would not have to wait until after development.

Maximize productivity -- The combination of the above objectives contributes to
orders of magnitude of productivity improvements; e.g., maintenance is minimized
due to elimination of errors in requirements specification and the system can be

made visible in a variety of automatically generated forms for analysis from
orthogonal viewpoints.

Language Table

An analysis of the importance of specific existing requirements languages against the
objectives of an ideal requirements language is shown in Table 8, Part A. Part B of
Table 8 shows the impact of language-related objectives on the six subprocesses of the
requirements definition process. The uncertainties in these estimates are reflected in the
group’s judgement that the actual usefulness of the languages, based on real life
experiences, seemed closer than a comparison of the averages suggest.

Requirements Language Recommendations

The analysis of requirements for a wide-spectrum requirements specification language led
to the following recommendations:

The language should incorporate both non-procedural and procedural constructs.

It should require the user to enter a minimum of control and data management
information.

It should provide multiple views of the system based on environmental contexts, i.e.,

graphical for conceptual views, textual for analysis, etc., but the semantic meaning
should be constant for all views.

The language should be executable for animation, simulation, and prototyping
purposes.
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Table 8. Ideal requirements language objectives
L -]
PART A LANGUAGE-RELATED OBJECTIVES
Current Requirements Languages 2 3 Average
Logic Based 2 3 3 2 1 4 25
Functional 2 3 3 3 2 4 27
Ada 2 4 3 4 2 3 3.0
Object Oriented (Smalltalk, C+ +, Simula, 4 4 4 2 2 5 3.5
Structured Analysis (SADT, SA/RT, etc)) 4 2 3 2 2 3 2.7
VDM 4 4 3 2 1 4 27
001 AXES 4 5 4 5 5 5 4.6
) 4GL 3 3 3 i 2 4 27
PROTO 4 3 4 2 1 4 3.0
PARTB LANGUAGE-RELATED OBJECTIVES
Requirements Sub-Processes 1 2 3 4 5 6 Average
Context Analysis 5 1 5 5 2 5 3.8
Objective Analysis 5 1 5 5 2 5 38
Requirements Definition 3 2 5 3 4 5 37
Requirements Analysis 3 2 5 3 5 5 3.8
Synthesis 2 5 5 2 5 5 4.0
Validation 2 5 5 2 5 5 4.0
Weighting Factors
1 = minimum effect 5 = maximum effect
Lanquage-Related Objectives Key
1 = Captures Real-World Definitions 4 = Maximizes Opportunity for Parallelism
2 = Conceantrates on Reliability 5 = Maximizes Automation
3 = Maximizes Flexibility 6 = Maximizes Reusability
Average (1-6) = Maximizes Overall Productivity
b -~ ]
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. It should minimally provide the mechanisms for defining abstract high level
concepts, intermediate architectures, logical and physical design information, and
environmental constraints in both canonical and orthogonal forms.

Several recommendations surfaced as prescient and necessary for implementation of many
of the other recommendations:

*  Develop knowledge representations for requirements information.
*  Solve the problem of defining the so-called "non-functional" requirements.

. Map project management and control structures to systera views for automatic
determination of static and dynamic resource allocation.

. Develop a wide-spectrum requirements engineering language that meets the
objectives detined in this section.

Glossary

001 AXES - Object-oriented requirements language and methodology based upon a
concept of control.

Behavioral Prototype - A prototype used to model what the system is supposed to do.
It is black-box, and exhibits responses to stimuli. It is used for concept exploration and
validation.

CORE - Controlled Requirements Engineering.

Delphi Method - In a Delphi method several people prepare estimates independently
and are then told how their estimates compare to those of the others. Next, they are
allowed to alter their estimates. This leads to an iterative technique in which many of the
estimates finally converge to a narrower range from which a single value may be chosen.
DREAM - Design Realization, Evaluation, and Modeling system.

E-R Models - Entity Relationship models.

Functional Requirements - Requirements that express behaviors expected of a system,
i.e., what the system should do.

JSD - Jackson Structured Design.
Meta-system - The set of systems that together support a given domain.

Mock-up - Material simulation of a system component used to help visualize that
component’s functionality.
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Non-functional Requirements - Requirements that express constraints, attributes, or
qualities that systems must possess or exhibit,

OORA - Object-Oricnted Requirements Analysis.

PAISLey - Process-oricnted, Applicative, and Interpretable Specification language.
PCSL - Process Control Software Specification language

Petri Nets - A directed graph representation language supporting parallel design.
Prototype - An initial implementation of a component o: a system. It is generally
deficient in one or more arcas (e.g., performance, functionality, or robustness), but is able
to demonstrate some features of interest. Prototypes are usetul for investigating system
behavior and structure. See also Behavioral Prototype and Structural Prototype.
PSL/PSA - Problem Statement Language / Problem Statement Analyzer.
Requirements Centered Development Life Cycle Model - The requirements process
serves as the command and control center {or system evolution. It steers other activities
(e.g., prototyping, design, testing, validation), but requires information input from those

activities to do so.

Reverse Engineering - Getling the documentation for existing systems "in sync” with the
system’s actual implementation. This especially includes the requirements documentation.

RLP - Requirements Language Processor.

ROI - Return on investment.

RTRL - Real-Time Requirements Language.

SADT - Structured Analysis and Design Technique

Scenario - A scquence of events which oceur in the system/environment setting, or only
within the system itself. A frequent use of scenarios is to depict the reaction of the
system (also an event) to one or more prior events, i.c., stimulus/response group(s).
Scheme - A way of performing a set of activitics.

Simulation - An exccutable model or mock-up of the system, or a significant part of it,
which exhibits behavior or characteristics that aid analysis ot issucs. The inner mechanism
of the simulation may have little in common with the final system solution.

SREM - Software Requirements Engineering Methodology.

SSL - System Specification Language.
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Stakeholders - Persons or organizations, by category, who are participants in the process

and who have particular needs, concerns, or responsibilities related to system definition,
development, use, or acquisition.

Structural Prototype - A prototype used to model how the system will accomplish its
black-box behavior. Thus, a structural prototype is a clear-box model. It is used to

determine feasibility, explore design alternatives, and estimate implementation and
execution costs.

USE - User Software Engineering Methodology.
Verification and Validation (V&V) - Analysis to judge whether requirements artifacts
adequately express user needs and meet other quality attributes; to judge whether the

actual needs appear to have been perceived sufficiently; and/or to judge and evaluate the
system in terms of progress toward satisfying the requirements.
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3.4 Working Group 3:

Rapid Prototyping and Knowledge-Based Techniques

Edited by: Dr. Winston W. Royce, Working Group Chair, with Mr. Robert M. Poston.
3.4.1 General Information
3.4.1.1  Working Group Participants
NAME EMPLOYER COUNTRY
Bagley, David CECOM Center for Software Engineering USA
Casey, Philip US Army Training & Doctrine Command ~ USA
Conrad, Thomas P. Naval Underwater System Center USA
Greene, Cordell Kestrel Institute USA
Harris, David R. Sanders Associates, Inc. USA
Huskins, James Naval Post Graduate School USA
Johnson, W. Lewis University of Southern California USA
Little, Reed Carnegie-Mellon University (SEI) USA
Morel, Martin Le Groupe CGI Canada
Poston, Robert M. Programming Environments Inc. USA
Royce, Winston W. SoftwareFirst USA
Sobolewski, Victor C. Australian Embassy Australia
Stachowitz, Rolf Lockheed USA
Watgen, David Advanced Technology Inc. USA
3.41.2 Roadmap: A Guide to Working Group 3 Activities

This report on the activities of Working Group 3 is divided

into four parts. The

introduction defines the problem domain of the two subtopics and the working group’s
approach. This is followed by an issues section, then recommendations, and finally a
glossary. The issues and 1ecommendations sections treat the two subtopics separately.
Each issues subsection begins by posing a series of questions that the group deemed
central to the subtopic. The rest of the subsection analyzes each of the questions in turn.
The recommendations are divided into recommendations for management and policy,

development, and research.
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3.4.2.1

3.4.2.2

Introduction
Definitions and Problem Domain

The task of Working Group 3 was to analyze two specific aspects of requirements
engineering: Knowledge-Based Approaches (KBA) and rapid prototyping.

Knowledge bases are repositories of formalized knowledge about a domain or area of
expertise. A knowledge-based approach is a technique that actively employs knowledge
bases and knowledge-based tools. KBAs may be used to facilitate and enhance
requirements engineering.

A prototype is an executable model of a proposed system. It may include only a partial
functionality of the final system. It is generally not optimized for performance and may
be written in a fourth-generation language (4GL). Uses of prototypes include
demonstration of the user interface of the system and testing of various aspects of the
future system. Rapid prototyping refers to the incremental process of building prototypes
in a relatively short amount of time.

Requirements engineering is currently a complex, error-prone, manual task. Often it is
difficult to stipulate the requirements and specifications for a system at the beginning of
a project. Yet, a thorough requirements engineering process can greatly improve product
qualitv as well as increase the productivity of the design and test phases and reduce the
amount of time spent on maintenance of the system. Knowledge-based approaches and
rapid prototyping can be used to strengthen and improve requirements engineering. The
task of Working Group 3 was to explore the issues involved in employing rapid
prototyping and knowledge-based approaches for requirements engineering and to develop
a set of recommendations aimed at incorporating these techniques into the software
development process.

Working Group Approach

Working Group 3 met in three sessions. Unlike the other working groups, it did not
break up into individual subgroups. During the first session, the group considered a set
of ten questions (five knowledge base questions and five rapid prototyping questions)
which had been prepared in advance by Chairperson Dr. Winston Royce. Members of
the group added their own questions to this list (for a total of twenty-one questions) and
then voted to determine which questions were most urgent. Eleven of these were
rejected as being of a lower priority, and the remaining ten questions were combined into
a set of seven questions (four knowledge base questions and three rapid prototyping
questions). For each question, one person was assigned to lead the discussion of the
question and a second person was assigned to record the responses to the question (the
scribe). The remainder of the first session was a brainstorming session in which answers
to and pertinent issues of the seven selected questions were suggested and recorded. If
the proposed ideas were in conflict, no at'empt was made to reconcile the conflicts at this
time.
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3.4.31

3.4.3.1.1

The second session focussed on the seven questions for a second time, with question
leaders and scribes in reversed roles. The issues and answers were elaborated on and
conflicting views were resolved. Based on these issues and answers, a set of
recommendations was developed and recorded.

The third session cleaned up any final concerns and made some minor changes to the
issues, answers and recommendations. Question leaders and scribes then met to draw up
the final issues and recommendations for each question in preparation for the 16
November presentation.

Issues

The following sections address the issues that arose while analyzing knowledge-based
techniques and rapid prototyping.

Knowledge-Based Techniques

The following questions pertaining to knowledge-based approaches to requirements
engineering were examined:

. Are knowledge-based approaches to requirements engineering useful for real

systems? What kinds of requirements engineering problems are best solved by
KBAs?

. What are the special risks of using KBAs for requirements engineering? What are
the benefits of us}ng KBAs for requirements engineering?

. What changes are needed in the software development process -- and what features
are needed in our models of the software development process -- to exploit
knowledge-based approaches?

. What are the existing knowledge-based systems and tools?

The following sections grapple with each of these questions in turn.

The Use of KBAs and Their Application To Real Systems

In determining the usefulness of KBAs for requirements engineering, the following
observations were made:

. Size of application. The feasibility of KBAs for requirements engineering has been
established for applications ranging in size from 1000 to 30,000 requirements.
Extensions to higher ranges remain uncertain.

. Availability of expertise to establish knowledge base. The availability of expertise
to establish the required knowledge base varies significantly with the application
domain. Obviously, the more available the knowledge is (the human experts used
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to build the knowledge base), the more potentially useful a KBA approach will be
to the system.

Maturity of KBA tools. Although several automated tools are available to support
KBAs, there have been relatively few experiences involving large applications.
Consequently, there is some question of tool robustness.

Skill base for using KBAs. In contrast with the expertise required fo1 building
knowledge bases, it is unknown whether there will be need for long learning periods
prior to effective use of KBA tools. It seems to depend on the particular tool.

Quality of KBA-generated requirements. There is a definite need to develop data
on the quality of KBA-generated requirements. It has yet to be established whether
or not KBA-generated requirements are of a higher quality than "normal"
requirements. The lack of such data is an obstacle to the extended use of KBA's.

Quantification of costs/benefits. There is a definite need to develop data on costs
and benefits deriving from the use of KBAs for requirements engineering. The lack
of such data is a serious obstacle to the expanded use of KBAs in the near term.

Functional vs. non-functional requirements. While there was intuitive agreement
that KBAs are potentially useful for both functional and non-functional
requirements engineering, concern was expressed about a more fundamental
problem. There are no (known) KBAs that address non-functional requirements,
and there is a serious need for research in the realm of knowledge acquisition
regarding requirements.

Context of the knowledge. The context must be sufficiently bounded for KBAs to
be useful.

Risks and Benefits Of Using KBAs For Requirements Engineering

The following were identified as special risks of using KBAs for requirements engineering:

High cost per user ratio. If an organization is going to build a knowledge-based
system, substantial resources will be invested in the requirements analysis phase.
The resulting knowledge base is typically narrow and application dependent, with
a low probability for reusability.

Lack of skill base. There is a lack of a skill base in doing requirements engineering
and creating knowledge-based systems. This impacts system quality and cost.

Lack of suitable methodology. Knowledge-based systems are new and very complex.
Without a formal methodology, the system may be misused.

Lack of productivity metrics. There is a lack of standardized, accepted productivity
metrics which would demonstrate why it is better to use a KBA over another
approach.
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Overdependence. Systems are not envisioned to replace human creativity and
critical thinking.

Liability. There are potential legal liability issues as to who would be accountable
for any errors in the knowledge base and the harm they may cause.

The following were identified as special benefits of using KBAs for requirements
engineering:

Reuse. The use of a knowledge base would provide corporate memory as well as
project memory. Better tracking of intra-project dependencies are facilitated by
knowledge-bases. Later, products that reuse the knowledge bases will require fewer
up-front cost and time investments.  Existing knowledge bases could also be
marketable.

Better Management of Changing Requirements throughout the software life cycle.
Knowledge-based approaches provide the means to improve the integration of
requirements with other life cycle phases. They support "live" requirements, ie.
requirements that are continually being changed and upgraded throughout the
software life cycle. Knowledge-based approaches would also provide the ability to
compute the impact of changing requirements on the system and to generate
documentation from requirements.

Improved accuracy. When used properly, it was felt that knowledge-based
approaches can provide a better facility for consistency and completeness testing.
They can increase the analyzability (of performance, security, etc.) and testability
of a system. They can also provide the capability for rapid prototyping and
requirements validation.

A Software Development Process To Exploit KBAs

In order to fully exploit knowledge-based approaches, the software development process
should allow for the following:

Evolving requirements knowledge bases. In procurements it is often necessary for
requirements to evolve; therefore, the requirements knowledge base must also
evolve. In this case the process model should include an incremental knowledge
acquisition activity.

Validation and consensus of the requirements knowledge base. Validation of the
requirements KB by software builders, buyers, and users must be part of the process
model.

Development resources planning and allocations. Kncwledge cnginecring requires
a high up-front investment to develop and analyze the knowledge base. If the
knowledge base can be reused for another system, cost and schedule will be
significantly reduced for the next system’s initial phases.

63




3.43.1.4

Existing Knowledge-Based Technology

The group recommended that the following be considered as examples of knowledge-

based approaches to requirements engineering:

ARIES

- Integrates formal/informal requirements
- Concepts as objects in knowledge base
- Formal transformation of requirements

REFINE

- Commercial VHLL (Very High Level Language) specitication language
- Specification transformation

GIST

- Used in software factory project, ARIES
- Operational high level specification language

EXPRESS

- VHLL specification language
- Automatic programming

EVA (Expert System Validation Associate)

- Logic-based
- Meta knowledge-based

Programmer’s Apprentice

- Basis for Requirements Apprentice
- Basis for KBEmacs

T

- Commercial VHLL specification language
- Specification transformation

- Automatic verification

KATE

- Interactive requirements analysis
- Requirements specification
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KIDS

- Algorithm design
- Interactive

DRACO

- Domain level specification
- Reuse of domair knowledge

Domain-specific application development systems:

- WATSON (TELEPHONY)
- Phinix (Oil Exploration)
- VLSI router

Foreign efforts:
- ALVEY

- ESPRIT
- Sth generation efforts

Rapid Prototyping

The following questions pertaining to rapid prototyping were examined by Working
Group 3:

Who should do prototyping? What are the products of prototyping?

Do current regulations and standards discourage prototyping? What changes to the
acquisition process are needed to accommodate prototyping?

How are prototypes uscu/ What properties should a prototype have? What are
some examples of current prototyping tools? What properties do/should they have?

Some general insights that arose during the discussion of prototyping were:

Prototyping yields a competitive edge. Contractors tend to treat prototypes as
proprietary items because the prototypes can sometimes provide an edge in further
contract competition.

The software development schedule must be rearranged to allow prototyping to
affect the final product. Prototyping requires that more time be allotted to the
requirements phase of development.

Can we afford to prototype? Can we afford NOT to prototype? Prototyping adds

to the start-up costs of projects. However, the group feels that this development
cost is more than justified because prototyping can reduce risks during system
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development. Prototyping helps to determine the "correct" requirements from the
start, increasing the percentage of system functionality that is "built right the first
time." Also, it is far more expensive to change a requirement during advanced
development stages, compared with the cost of making the change in an earlier
phase.

Participants and Products in the Prototyping Process

Representatives from every stakeholder group which perceives a risk in the
outcome of the final system should be involved in the prototyping process. Figure 1
portrays the interrelationships between stakeholders in the development of a typical
military system.

Possible products of rapid prototyping include:

- Formal specifications

- Operational prototypes

- Representation (model) of requirements

- Validation of experimental hypotheses

3.4.3.2.2 Standards, Current Developmenr Practices, and Prototyping

3.4.3.2.3

The DoD currently has the Software Development Standard, DoD-STD-2167A, to guide
the software development and documentation process.

Prototyping products are not recognized. The products of prototyping have not
been recognized as standard contract deliverables. This makes it difficult for an
acquisition agency to require prototyping and specify what is to be delivered.

Regulations and Standards inhibit innovations such as prototyping. Since individuals
prefer the security that compliance with a standard provides, they are reluctant to
accept deviation or change.

Design review process is not amenable to prototyping. Design reviews currently
have a well-established structure and schedule which are not compatible with the
evolutionary requirements development process.

Development times preclude effective prototyping. Time lines for current
acquisition projects do not include sufficient time in the requirements process for
effective prototyping.

Uses, Properties and Examples of Prototyping Systems and Tools

The group determined that prototypes may have one or more of the following uses and
properties, depending on the purpose of the prototype:
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Figure 1. Interrelationships between stakeholders i the development of a typical military system |

. Definition of an application’s data domain (model), functional decomposition, and
user interface. The prototype defines a model of the system to be built. It depicts
the components of the system: the data and the functions that comprise it, and the
user interface.

. Implementation of a subset of an application. A prototype may implement only
some of the functionality of the proposed system in order to provide a rough model
of how it will work.

. Provision of a tangible "running" system for the stakeholders. For an end user, the
prototype can provide a hands-on, interactive representation of the final system.
This type of prototype is mainly geared towards modeling the user interface. The
prototype can also aid in the refinement of requirements. It can provide a clear
demonstration of what a requirement is under at least one interpretation. This can
bring out inconsistencies between stakeholders’ requirements, providing a basis for
discussion and reconciliation. For the developer of the system, the prototype can
provide a tangible model of the system’s behavior.
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Allow performance bottleneck prediction within the operational system and the
development project process. A prototype can be constructed to provide a means
of predicting the likely bottlenecks in a system, using alternate designs. It is not

necessary for a prototype to be performance optimized. In fact, this may not be cost
effective.

Reduce risk. By implementing a prototype, users, developers, and managers, all
players pictured in Figure 1, will have a clearer understanding of what functions
require greater effort to implement than expected. The risk of unforeseen delays
and uncontrolled costs will be reduced.

Serve as a transition towards the implementation of an operational system. There
was some disagreement as to whether or not systems should be built through
successive refinement of the prototype. That is, whether systems should be

constructed with evolutionary prototyping, It was agreed that this should be decided
on a project-by-project basis.

The group recommended the following examples of prototyping tools:

Data domain and functional decomposition tools:

- 4GL RDBMS (Fourth Generation Language Relational Database
Management Systems):

ORACLE, UNIFY.

Integrated CASE tools.

- Software through Pictures.

User interface definition tools:

- Dan Bricklin’s DEMO, Skylights GX, Videoworks, Supercard, Prototyper.
- TAE Plus, Serpent, PROTO.

Executable specification tools:

- REFINE, APS, MICROSTEDP, Statemate.

Recommendations

Recommendations are divided into those for knowledge-based techniques and those for
rapid prototyping. Fach section of recommendations addresses the arcas of management
and policy, development, and research.
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3.4.41.2

Recommendations for Knowledge-Based Techniques

KBA Management and Policy Recommendations

Formulate a new DoD software acquisition policy in order to:

- Allow for an incremer 4, evolutionary process. A KBA development is
typically incremental and evolutionary. Policy must sanction this methodology.

- Accommodate KBAs in the requirements engineering phase. KBAs are
resource intensive on personnel in the early phases of development.

Develop and apply new software process model. We must gain practical experience
in developing and applying this new, evolutionary model.

Invest in KB development early in the process. Like changes in system
requirements themselves, KBAs are less costly the earlier in a project they are
introduced.

Reuse knowledge bases in related projects. The knowledge base developed for one
project should be useful for future projects.

Amortize investments across many projects. Ideally this would be done in
proportion to the expected payback of each individual project.

KBA Development Recommendations

Initiate KBA for RE on a large, real project. It is important that we gain practical
experience on a real project in order to determine where further development
effort should be directed.

- Minimize risk to the real project through use of a shadow project. This will
provide the means to collect the necessary data without negatively impacting
the main project. The use of a shadow project makes it possible to collect
enough information to evaluate errors in the system in terms of the
requirement specifications as well as the knowledge base and the tools that
use the knowledge base.

- Use the shadow project to:

. Develop and apply quality metrics.
. Develop and apply productivity metrics.
. Perform cost and benefit analyses.

- Consider change impact analysis as a candidate for a shadow project.
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Use previous experience with KBAs as input to future DoD standardization efforts.
Past history will enable projection and minimization of the most probable errors for
subsequent KBA efforts and provide a basis for standardization

3.4.4.1.3 KBA Research Recommendations

Extend research in verification and validation (V & V) techniques by using KBAs
to test for:

- Completeness -- All the requirements are satisfied.

Consistency -- There is no conflict among the requirements.

Correctness -- Every requirement satisfies the intended user need.

Expand research in knowledge acquisition and management for RE. We need to
know how to get the knowledge, and once w* have it, figure out what to do with
it We also need to research configuration management of knowledge across
products and projects. The KBs themselves become resources and can in fact be
treated as commercial items.

Expand research in knowledge acquisition and management in light of existing
methodologies and tools.

Extend research in more powerful models with greater expressiveness. There is a

need to explore formalisms to encourage completeness checking in many different
areas, such as:

- Meta-models with self-knowledge. The knowledge base would have the
ability to recursively explore itself.

- Noa-functional requirements. These include the so-called "ilities," such as
maintainability, reliability, security, and performance.

- Non-standard logics. For an adequate description of the possibilities, some
situations require more than two truth values.

- Non-raonotonic logics. Many sets of requirements cannot admit certain new
requirements without contradicting previously valid requirements.

- Models with tolerance for inconsistency, uncertainty, ctc. Projects often

begin with insufficient or contradictory information; knowledge bases have to
be able to handle these situations.
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3.4.4.21

3.4422

3.4.423

Recommendations for Rapid Prototyping
Rapid Prototyping Management and Policy Recommendations

. Modify the development stages and time frames to be supportive of prototyping.
Tke development stages need to be redefined and the amount of time required to
complete each stage needs to be estimated. There may be a need for a separate
requirements development phase.

. Define the objectives of requirements/design reviews for systems which use
prototyping products. The use of a prototype creates the need to clarify the
purpose of a design review.

. Define the products and the uses of those products for prototyping during the
software development cycle. There is a need to specify the forms which the
products should take and the manner in which they should be used. This
information should be included within the appropriate military standard documents
and guidelines for contract deliverables.

. Support competitive prototyping efforts. Contractors can, and should be able to,
compete their prototypes against each other.

. Investigate alternative acquisition models. Consider, for instance, different
contractors for the prototyping effort and the objective system development.

Rapid Prototyping Development Recommendations

*  Develop training strategies. Develop training programs for users, user
representatives, and acquisition personnel to make them better aware of the
prototyping approach.

Rapid Prototyping Research Recommendations

’ Conduct research on the traceability of requirements. Requirements should be
traceable through the prototype and back into the development of the objective
syster.

. Conduct research on the validation of "non-functional” requirements. Prototyping
should support the validation of non-functional requirements such as reliability
(criticality, vulnerability and tolerance), maintainability, accuracy (precision),
performance, timing, speed, and reusability.

. Conduct research on model documentation. Explore tools and process mechanisms

which generate prototype model documentation. These tools should automatically
documest the user requirements, as demonstrated by the prototype.
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. Conduct research on the communication of results. There needs to be a formalized

method for communicating prototyping results between the various stakeholder
groups.

»  Conduct research on the legal issues of delivery. Contractual vehicles and
responsibilities must be clear on the delivery of prototypes. Different parties may
have different expectations of what the prototype should be, if prototypes are to be
deliverable. There is a potential for the user who does not understand the purpose
of a prototype to reject it as being a deficient system. Conversely, the user may
want to field the prototype instead of the originally proposed system.

Conduct research on the insertion of prototyping technology. Rapid prototyping has
already caught on. We must learn from our experience in prototyping to better
answer such questions as where in the life cycle prototyping should be used and
what types of systems it is appropriate for.

Glossary

Knowledge Base (KB) - A repository of formalized knowledge about some domains and
areas of expertise.

Knowledge-Based Approach (KBA) - A technique that actively employs knowledge bases
and knowledge-based tools, and various programming techniques such as frames or rules.

Meta-model - As distinct from a model of a particular application, a model that, through
knowledge of itself, describes the properties of, and the relations between, any and all the
requirements statements of a system.

Monotonic logics - Logics in which the addition of new axioms does not invalidate
previously proved theorems.

Non-functional requirements - Requirements that are not directly related to a particular
function. Some exar..ples include: reliability, availability, maintainability, security, ease of
use, ease of learning, and performance.

Non-monotonic logics - Logics that are not monotonic.

Non-standard logics - Logics with more than two truth values.

Requirements Engineering (RE) - A systematic method for developing quantifiable and
testable requirements.

Shadow Project - A separate, funded, research-like project that runs .+ parallel with, but
does not impact upon, the main project.
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3.5

3.5.1

3.5.2

Recommendations and Conclusions

The workshop produced many valuable insights and recommendations. These insights and
recommendations are fully documented in these Proceedings. It is especially important to

note the recommendations that were common to the three groups, which worked
independently.

DoD Policy Changes. Every group saw the need for DoD to change policy to
accommodate evolutionary acquisition.

Working Group One recommended DoD "make changes to acquisition policies and
DoD standards to facilitate evolutionary acquisition."

Working Group Two proposed DoD "change ucquisition policies and management
practice to support a requirements-centered development life cycle model."

The third working group recommended DoD “formulate a new DoD software

acquisition policy in order to allow for an incremental, evolutionary process ..."
Further DoD needs to

..modify the development stages and time frames to be
supportive of prototyping. The development stages need to be
redefined and the amount of time required to complete each
stage needs to be estimated. There may be a need for a
separate requirements development phase.

In sum, we should "consider alternative acquisition models."

Government Acquisition Personnel Training. All groups saw the need for increased

training for Government acquisition personnel to make them more aware of
Requirements Engineering issues and techniques.

Working Group One recommended DoD "educate contracting officers and their
technical representatives on the evolutionary acquisition approach; emphasize that
system requirements can not be fully defined a priori; and that requirements
engineering is continuous throughout the life cycle of the system." DoD must
"educate program managers and team members that 'changing your mind’ as a result
of new information is acceptable." DoD must "train Government program managers
in the use of acquisition models that employ prototyping.”

Working Group Two proposed DoD "increase training of management/acquisition
personnel in Requirements Engineering.” DoD should also "establish an

information/consultation center on requirements engineering (process, methods,
tools, and metrics.)"
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3.5.3

3.5.4

3.5.5

The third group recommended DoD "develop training programs for users, user
representatives, and acquisition personnel to make them better aware of the
prototyping approach.”

Requirements Validation. Every group saw the need for additional emphasis and
exploration in requirements validation.

Working Group One recommended DoD "develop an explicit requirements
validation plan for every project.”

Working Group Two recommended research for "coupling working models to
real-world stimuli; enabling dynamic analysis through animation of requirements
statements, especially time based analysis; and greater focus on long-term research,
such as for theorem provers."

The third working group proposed research into how prototyping can "support the
validation of non-functional requirements such as reliability (criticality, vulnerability,
and tolerance), maintainability, accuracy (precision), performance, timing, speed,
and reusability."

Measuring Requirements Related Attributes and Progress. Most of the participants
recognized the need for additional research in defining and using methods of measuring
requirements related attributes and progress in the Requirements Engineering process.

Working Group One recommended "DoD develop and use effective metrics to
measure requirements progress and completion.”

Working Group Two saw the need for DoD to "determine and develop meaningful
metrics supporting modern requirements engineering practice. ..A number of
requirements attributes need to be quantified; methods and metrics are needed.”

Non-Functional Requirements. Most identified the need for further work in specifying
non-functional requirements.

Working Group Two emphasized in several places the need to better address
non-functional requirements. They stated DoD must

develop methods to capture, integrate, and measure the
so-called non-functional requirements. There needs to be R&D
for how to specify non-functional requirements. In particular,
we need methods and tools to: support conflict resolution, e.g.,
maintainability vs. reliability; enable specifying 'degree of', e.g.,
quantifying, such as levels of security; help identify
relationships among the 'ilities’; model with wide applicability,
8.g., scale up kinds of current modeling. ...Ressarch is needed
to learn how to capture non-functional requirements to the
extent that the impact to proposed changes in a non-functional
requirement can be predicted.
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3.5.6

3.5.7

3.5.8

Methods for "ilities’- driven engineering methods need to be developed. "A number
of “ilities’, chief among them maintainability (or flexibility to change), need to be
built-in to requirements as special items to be considered throughout the
requirements engineering process." DoD must develop

..first a template to identify the non-functional requiremenits ...
in order to keep them from falling through the cracks ... Tools
and/or languages to evaluate and express these non-functional

requirements are vital to this ever important requirements data
base.

In their language section, Working Group Two proposed the need for research to
"solve the problem of defining the so-called 'non-functional’ requirements."

Working Group Three proposed for DoD to

explore formalisms to encourage completeness checking in
many different areas such as ... non-functional requirsments.
These include the so-called 'ilities’, such as maintainability,

reliabllity, security, and perfformance, .. research how
prototyping can support the validation of non-functionai
requirements ...

Requirements Trade-off Analysis. Two working groups saw the need for additional
work in requirements trade-off analysis.

Working Group One recommended "DoD develop tools/techniques to capture
merits/trade-offs among requirements.”

Working Group Two stated "tools and techniques are needed to capture, organize,

and help evaluate the many trade-offs that occur in requirements development.
Intelligent impact analysis is an example.”

Requirements Traceability. Additional research in requirements traceability was also
suggested.

Working Group Two proposed a "life cycle requirements database to capture and
manage attributes of individual requirements and provide traceability".

Working Group Three emphasized the need for research, stating, “requirements

should be traceable through the prototype and back into the development of the
objective system".

Multiple Stakeholder Issues. Special emphasis was given to multiple stakeholder issues.

Working Group One devoted an entire section of its report on the need to reach
closure among multiple stakeholders.
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3.5.9

. Working Group Three recommended the development of "formalized methods for
communicating prototype results between the various stakeholder groups."

Technology Application. Finally, and most obviously, the workshop concluded that it
is not enough to merely research and develop technologies. DoD must constantly seck

ways to apply those technical gains in the real world.
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Workshop Agenda - Day One

Tuesday:
AM 730- 830
8:30- 840
840 - 9:10
9:10 - 9:35
9:35 - 10:00
10:00 - 10:25
10:25 - 10:45
10:45 - 11:10

November 14, 1989

Registration/Executive Continental Breakfast

Administrative Remarks/Introduction of Speakers
Mr. George Sumrall

TTCP Workshop Chairperson

CECOM Center for Software Engineering, USA

Introduction

Mr. John H. Sintic

Acting Director

CECOM Center for Software Engineering, USA

CECOM Welcoming Remarks
Mr. Robert F. Giordano
Deputy PEO, Command and Control Systems, USA

TTCP Welcoming Remarks
Mr. Joseph Batz
United States National Leader and Chairperson, XTP-2

Technical Presentation 1

Mr. James Toher

Pembroke House, United Kingdom
"The Nature of Requirements"

Technical Presentation 2

Mr. Edward Schlosset

Lockheed Software Technology Center, USA

"The Role of Requirements in the System Development Process”

Technical Presentation 3

Dr. Scott P. Overmyer

Contel Technology Center, USA
"Overview of Rapid Prototyping Systems"

Break

Technical Presentation 4

Dr. Winston W. Royce

SoftwareFirst, USA

"The Requirements Development Process - Present and Future"
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11:10 - 11:35 Technical Presentation 5
Dr. Alan M. Davis
George Mason University, USA
"Multiple Views of Requirements"

11:35 - 12:00 Technical Presentation 6
Dr. Raymond T. Yeh
International Software Systems, USA
"Framework for the Requirements Process"

PM 12:00- 1:30 Luncheon Buffet

1:30 - 1:40 Workshop Charge
Mt. George Sumrall
TTCP Workshop Chairperson

1:40 - 1:50 Working Group 1 Overview
Dr. Alan M. Davis
Working Group 1 Chairperson

1:50 - 2:00 Working Group 2 Overview
Dr. Raymond T. Yeh
Working Group 2 Chairperson

2:00- 2:100  Working Group 3 Overview
Dr. Winston W. Royce
Working Group 3 Chairperson
2:10 - 5:30 Working Group Activities
5:30 - 6:00 Meeting - Working Group Chairpersons

7:00 Group Dinner
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AM

Workshop Agenda - Day Two

Wednesday
7:30 - 8:30

8:30- 8:55

855- 9:20

9:20 - 9:45

9:45 - 10:10

10:10 - 10:30

10:30 - 10:55

10:55 - 11:20

11:20 - 11:45

November 15, 1989

Executive Continental Breakfast

Technical Presentation 7

Mr. Douglas A. White

Rome Air Development Center, USA
"Knowledge-Based Requirements Assistant"

Technical Presentation 8

Mr. Michael Deutsch

Software Engineering Institute, USA

"Insights Into the Influence of Shared
User/Customer/Contractor (*bjestives on Project Success"

Technical Presentation 9

Mr. Reed Little

Carnegie-Mellon University, USA

"The Serpent User Interface Management System"

Technical Presentation 10

Dr. Robert C. Fink

Performance Resources Inc., USA

"Using Joint Application Design (JAD) Techniques to Accelerate
the Requirements Definition Process"

Break

Technical Presentation 11

Mr. Edward C. Comer

Software Productivity Solutions, USA

"Ada Box Structures for Object-Oriented Software Development"

Technical Presentation 12

Mr. Martin Morel

Le Groupe CGI, Canada

"A Prototyping Methodology Applied to Tactical C2 Systems"

Technical Presentation 13

Mr. William E. Rzepka

Rome Air Development Center, USA
"Requirements Engineering Testbed"




PM 1145- 1:15
1:15- 5:30
5:30- 6:00

5:30- 9:00

Luncheon Buffet
Working Group Activities
Meeting - Working Group Chairpersons

Optional Working Group Activities
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Workshop Agenda - Day Three

Thursday
AM 7:30- 830
8:30- 9:30
9:30 - 10:30
10:30 - 11:00

11:00 - 12:00

12:00

November 16, 1989

Executive Continental Breakfast
Working Group 1 Report
Working Group 2 Report
Break

Working Group 3 Report
Closing Remarks

Mr. George Sumrall
TCCP Workshop Chairperson
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For the Participants of Working Group 1
From Dr. Alar M. Davis

Statement of Goals

The term "process” in our title implies that we will be limiting our discussion to the activities, events
and procedures-that occur in the creation and evolution of system and software requirements. Given
this immense charter and the vast combined experiences-of the members of this working group, it is
clear that we could probably attack any one requirements process-related topic and discuss it for
seven (7) hours. However, our goals are to cover the {ull spectrum of the requirements process
domain, not just to delve onto a set of specific topics. The general goal is casy: At the completion-
of-the second day, every group member should have a clearer, more focused, view of all aspects of
the requirements-process. Here’s a strawman set of specific technical goals that we want to achieve
by-the end of the second day of the workshop.

1. Identify, clarify, and prioritize the issues-relating to the-requirements:process. Note
that this is a-breadth-first analysis of the-requirements:process domain. We will:be
-asking lots of-questions, not-necessarily-answering them.

2. ‘What are the-possible positions on each-of the issues-that we come up with? Note
we need not agree to one position, but we do need to agree as to what the
.alternatives are.

3. ‘Enumerate efforts to date to resolve some-of the issues. What have they shown? Are
‘the results conclusive? What limitations=do the results:have?

4, ‘What additional work needs to be completed to resolve the issues?

5. Debate and reach group consensus on-one or more of-the issues.

Preliminary List of Issues

1. What are requirements-and requirements engineering? Do they include user needs analysis?
Problem:analysis? Description of the external-behavior of the-system to be-built/procured?
Definition of the system’s constituent components? Do they end at the beginning of the
design phase? How-do they relate-to the requirements changes that occur-throughout the
life cycle? '

2, What-are the relationships among system requirements, systen:s design, software requirements and-
the acquisition life-cycie?

3. Is there such a thing as a-"perfect” requirements process? For all software? For.any application
area? For any particular effort? Must the process itself be flexible so-that the process
changes-as new information is learned about the-requirements themselves?
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4, What are the constituent primitive elements that make up any requirements process? ‘Do-such
elements exist? If so, which are essential to any requirements process? Which are optional?
What are the ways of combining them to form valid requirements process models? As an
alternative, perhaps a better approach to defining-all:possible requirements process models
is to first define-all elements of the product of any requirements process.

5. Recognizing that requirements engineering encompasses all aspects of the handling of
requirements regardless of when they occur, how does a requirements process interface with
configuration management processes that are designed to accommodate change (including
requirements changes) during development? Are there other considerations to accommodate
inevitable changes to requirements once the requirements are baselined? When should
requirements be-baselined?

6. What does it mean:to validate requirements? How can-it-be done? When should it be done?

Suggested Reading Materin!
Yeh, Raymond, T., "Requirements Analysis - A Management-Perspective,” pp.410-416.

Davis, Alan, M., "A Taxonomy for the Early Stages of the:Software Development Life Cycle," The The
Journal of Systems and Software, Vol. 8, No. 4, September, 1988, pp. 297-311.

Harel, David, "Statecharts: A Visual Fc nalism for Complex Systems,” Science of Computer
Programming, Vol. 8, 1987, pp. 1-29.
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For the Participants of Working Group 2
From Dr. Eaymond T. Yeh

A Brief Description of the Issues

Although much research work has been performed on requirements analysis, most published literature
is concerned with tools, methods or notations, without asking o which eatent they can be used in
conjunction in order to support cach other. I believe that an integrated perspective is necessary in
order to attain the goal of this workshop. The following diagram provides major areas of concern
in the requirement phase. The interrelationship between components forms the foundation for an

integrated approach.

Mathodology N
N
RN

/‘\ ~ g L
/ k

:/’ Process i
[
Tools | Madgel tanguage J

\ /,\\/, /

y
Project \.‘lonogement/Suppé/

Figure 1. An Integrated View of Requirements
Engineering.

The requirements analysis phase itself is split into a subphase concerned with studying the
requirements of the complete system to be developed (hardware, software and organizational
environment, functional and non-functional aspects), a subphase during which the boundary between
hardware and software and organizational aspects of the new system is defined, and a set of
potentially parallel subphases during which the particular hardware requirements, software
requircments and utgaaicational tequitciments are analyecd. Finally, tequitements aspects to be best
addressed during later phases of the life cycle need mentioning.
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For each of the phases and subphases mentioned above, concrete objectives are set.  Further, the
following questions need to be answered:

. What are the particular steps taken and methods to be used during this subphase?

. What information is needed as input for this phase?

. What kind of analysis should be performed on this information to verify its truth?

. How should this information be documented?

. What are the exit criteria for each phase?

. What tools are needed to support this phase or what are the desirable properties of
such tool?

I would like to see our group with three subgroups: methodology, language, and tools. The
methodology group will be concerned with mcst of the questions raised above. For the language group,
[ suggest to look at the possibility of a common CORE for various requirements languages as shown
in Figure 2. Is the CORE language a real language or simply a common schema, e.g., semantic net?

/
/ Data Flow
' Diagram

CORE

! Patrr Nets
Language / /

Other Presentotion Languages

Figure 2. A System of Requirements Languages

For the tonls group, 1 suggest looking at the integration issucs. [How can various touls be effectively
integrated. Note that we have traditional tools as well as state-of-the-art tools. Clearly, this issue
is very much linked with the language issue.
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Saftwarefirst
22534 Paul Ravare Drive
FWoodlaad Hills, Ca 91384
(618) 887-1811

Octoner 12, 1989

10: George Sumralil; All Working Group 3 Participants
FAOM: Win Royce

SUBJELT: Plan for Woarking Group 3, Technical Panet on
Software tngineerng, November {4 through Nouember {6

Warking Group 3 is assigned the task of anaiyzing protstyping and
knowiledgs-based techniques as apptied to requirements engineering.

We have. at mast, twe days ta complete our task. To quickiy focus on the
issues and then resotve them, | am proposing the following approach. The
werking group will jointly construct eight to ten well-posed guestions
covering the maost critical issues of our assigned subject. These questions.
will be prioritized: and substantially mare time will bs allocated to
analysis of the higher priority questions. Each guestion wiil be analyzed
in two succeeding sessions. The first session will brammstorm the
questions attempting to capture ail ideas (even conflicting ones) that
might be oi yalue. The second session wiil aim at winnowing down thess
raw, passibiy contlicting ideas to a shorter, consensus-achieving set with
assaciated festurs~. bonefits, and actions. 8 third session is schaduled to
compiete our paperwork and a fouith session to report out sur findings.

The four working group sessions are organized as follows:

Softwaresirst - 1989
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Sessign {2 f 3-1/2 hour lcng planming and bramstorming

sassion ta answer 8 to 10 questions at an aueraqge rate of 15 minutes per
questuan,

Session f4: A 4 hour long concentration oa word-smithing
sharpiy-honed answers to the questions based on benefits, features, ang

actions. The auerage time for each answer-creating response will be less
than 20 minutes per question.

Sassion 11 A 2 hour long session to write up our findings. At

least one-half of our wntten inputs will have already been done in -
reaitime during sessions | and 11,

Sesston tU; A 1 hour long priefing on our 7Indings by a working

group spokesperson to the assembled participants from all working
groups.

succeeding sections of this plan include:
-a listing of 14 potentiat questions
-detailed instructions, agendas, and schedules 1or
sassions 1, |1, and i1l

-instructions for prepanng the working group
summary document

The 14 potentlal questions listed in the nent sections are intended to .
stimutate the pre-workshop thinking of the Werking Group (1!
participants. Each participant cught to review the potential questions=
inciuded here, reword them to be mare sharpiy-put, or-invent their owns—=
questtons for constderation and bring them to Sesston | In a form resdy {6 -
distribute to the other participants. The first item of business in Session {
will be to select a set of questions and prioritize them. This seiected set

of prioritized questions will become the principst mechanism which

arganizes, focuses and otherwise quidee sif further geliberations of 0UF

werking group. Selecting the right set of questions Is important, (If no

participant acts, the questions included in the following section will serye
as the default set to guide us.)

Solrwarerirst « 1988
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Why are we devoting 66 hours of our professicnat lives ta prototyping,
and knowiedge~pased approaches to requirements engineenng? Because
it it important{ The accompanying figure propases one reasan as to why
our work is important: If there ars other reasons they sught to be
uncoyuered during the criticat nine hours af our joint deliberations. The 8

ta 10 gquestions which we will choose to concentrate on are best
answered If we also understand why we ara asking them.

Keep in mind that each participant wiil have na mare than two mtnutes
per question, per session, to make his paint. liis must ail be prepared,

focused. consensus-oriented and especially articulate (and fast wrnters:
too} if we are going to complete gur assigned task.

See you in November!

Win Royce

Yottwanfise « 1989
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gggniuns far Prntutgg;‘gg

-iJhat qualities must a prototyping system have? What probiems
must it sotve? In the short term? In the longer term?

-iUhat are the best current eyamples of prototyping systems?

-Hotws dnee the software deyelopment process have to be-
constructed to enplait prototyping ?

-Shoutd major saftware acquisition agencies (e.g., governments)
mandate prototyping ?

-How does the user and the acquisition agency interact with the
prototyping system during deveiopment?

-foes ths construction of prototyping systems have especiaily
difficuit deveiopment problems? What are they? Shouid the research
community be stimutated to heip?

-Are prototyping systems gJoing to be easy to use? s special
training required? fire there technology transfer proptems?

JofiwareFirst « 1969
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Knowiedqge 8ased Approaches tKBA's) to
Regggggmegts Engggeering

-{bhat kinds of requirements engineering prohiems are best solved
by KBA's? in the short term? (n the longer term?

-fire the underiying abstractions of KBAR's too difficuit for wide-—
spread usage? (s special training regui:ag?

-{Uhat kind of {anguage syntax and semantics are needed? Can we
get it into Ads and €7

-Can formai methods a {a thesrem proving be introduced into wide-
spread practice?

-Can we achieve automatic document writing for producing
acquisition agency deliverapies?

-Can KBA’s cause muiti-skilled software development teams to work
together more productively?

-How shiouid the software deveiopment process change, particulariy
the up-front requirements engineering tasks, to expioit KBa's, theorem
proving, and automatic document generation?

Hottwrnsint - 1989
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The first one-haif hour will be concentrated on getting orgamzed plus

reviewing the scrieduie. The following selections and assignments wiil be
made.

(1) Eight ta ten questions wiil be seiected and prigritizeg from Q1
(highest) to Q10 (lowest).

(2) A question-ieader wiil be assigned to each question. The.
principat roie of each gquestion leader is to stand up and {ead the
discussion for their assigned guestion.

(3) A back-up to the question-ieader wiil be assigned for each
question. The principst role of each back-up is to act as a scribe to
capture the discussion content.

The schedule for Session | is as foilows:

Getting Organized 30 minutes 2:00-2:30
-figenda Discussion

-Question Selection
-juestion teader, Back-up Assignment

Brainstorming
01 20 minutes 2:30-2:30
02- 20 minutes 2:50-3:10
a3 15 minutes 3:10-3:25
Break 16 minutes 3:25~3:35
Brainstorming
n4 !0 miniites 3:35-3:45
a3 10 minutes 3:45-3:53
Q6 20 minutes 3:553-4:i3
a7 20 minutes 4:15-4:33
JofwanEirst - 1989

C-13




-7~

Breax S minutes $:35-4:40
Brainstorming
a8 13 minutes 4:40-4:53
a9 15 minutes 4:58-5:10
aio 10 minutes 5:10-5:20
Aeclams any Question 10 minutes 3:20-5:30

During Session | or immediately following Session | each question-ieader -
and their back-up will prepare one or two vugraphs summanzing the

content of each brainstorming response tg the questions. These vugrapns
witl be needed for Session 1! and the final report.

Softwanfiret - 1989
C-14



-8..
Session |1 U)gdnesda;; Ig30-5:3ﬂ

Each guestion-ieader with the help af his back-up, wiil have prepared one
or twe uvugraphs summarizing the maost interesting previous day's

brainstorms. The assigned question-ieader and back-up for Session { will
exchange rotes for Session (1.

fis in Session | each quaestion will b2 addrassed one at a time. The goal of
this second pass is to sharpen the focus on each question and to list
recommended actions as though we were omniscient and all-powertul.
Qur answers to each question shoutd take the form of:

What? i.2. Features

Why? i.8. Benefits
Hotw? i.e. fictions

The scheduie for Session (! |s as faollows:

Benefits, Features, fictions

at 23 minutes 1:30-1:55
a2 23 minutes 1:55-2:20
a3 20 minutes 2:20-2:40
Q4 15 minutes 2:40-2:55
Break 10 minutas 2:85-3:05 -
Benefits, features, Actions
as- 10 minutas 3:05-3:15
a6 25 minutes 3:15-3:40
a? 25 minutes 3:40-4:05
a8 20 minutes 4:05-4:25
Break 9 minutes 4:25-4:35

Benefits, features, Actions

a9 1S minutes 4:30-4:49
a10 1S minutes 4:45-5:00
Solwaresirse - 1989
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Reclama any Qestion 20 minutes 5:00-5:20

Writing assignments and
redrarting document

autline 18 minutes 3:20-5:30

Quring Session {{ or soon arter the questian-teader and their back-up win

prepare one or twao vugraphs Summanzing the answers in a features,
benefits, actlons format,.

Sottwanefirst « 1969
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Session {11: Wednesday, 7:00-9:40

A third session in the evening wiil be required to compiete our wrte-ups.

During the last ten minutes of Session il writing assignments will have
been made.

The primary task wiill be for each queston-ieadsr and back-up to write
facing page test to the two to four vugraphs created in Sessions | and 11.

Each participant can eupect to be invotved with writing-up two questions
plus writing-up ane more brief section.

The tentative outline for our tarking Group 3 document is as follows:

Jgcument Qutline

1. Werking Group 3 Format
-working group methodology
-setting
-participants

2. Prototyping and knowiege-based approaches
for requirements engineering:
Probtem Statement

3. - Summary
3.1 Short Term Technical Prospects
3.2 Langer Term Technical Prospects
3.3 Changes in the Software fevetopment Process
Model
3.4 Technicat Transfer Prospacts
3.5 Supporting Research
3.8 Speciai Frobiems

Sodrwaref irst - 1989
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4.0 Question Summary

+.1 a1 - yugrapns pius tacing page tent
4,2 G2
4.10 g10

S, Appendix Material

This document outline will be redratted, if necessary, at the end of Sassion
.

Solwmafirst « 1989
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The Technical Cooperation Program

TTCP Welcoming Remarks

Mr. Joseph Batz
United States National Leader and Chairperson
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THE TECHNICAL COOPERATION PROGRAM

MEMBER NATIONS

« AUSTRALIA

« CANADA

» NEW ZEALAND

» UNITED KINGDOM
» UNITED STATES

TXG
TEEHIEAL

cocbaian FUNCTION

PROVIDE MECHANISMS FOR:

» Science & Technology Information Exchange
e Collaborative Research & Development

« Scientific Personnel Exchange

e Science & Technology Materiel Exchange

QUID PRO QUO
GOVERNMENT TO GOVERNMENT
DEFENSE LIMITED
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166

CooraRATIN U.S. Presi British Prime Minist
cogoa: .S. President & British Prime Minister

JOINT DECLARATION

Oct. 25. 1957

TH8

LLEGHNICTRY
COCCARATISR

"The arrangement which the nations of the free world have
made for collective defense and mutual help are based on
the recognition that the concept of national self-
sutficiency is now out of date. The countries of the free
world are interdependent and only in genuine partnership,
by combining their resources and sharing tasks in many
fields, can progress and safety be found. For our part we
have agreed that our two countries will henceforth act in
accordance with this principle.”

* TRIPARTITE TECHNICAL COOPERATION PROGRAM
Canada joined U.S. & UK. immediately

. THE TECHNICAL COOPERATION PROGRAM
Australia - July 1965
New Zealand - October 1969

TTCP AIMS

o PROVIDE KNOWLEDGE & INFORMATION ON
EACH OTHERS PROGRAMS

+ AVOID UNNECESSARY DUPLICATION
AMONG PARTICIPANTS

+ PROMOTE CONCERTED JOINT EFFORTS
TO CLOSE GAPS

ENCOMPASSING
- BASIC RESEARCH
- EXPLORATORY DEVELOPMENT

- DEMOS OF ADVANCED TECH DEVELOPMENT
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TEGURIGAL
COOPERATION

TECHNOLOGY AREAS

SUBGROUPS

¢ Chemical Defense ¢ Undersea Wartfare

¢ Aeronautics Technology ¢ Infrared & ElectroOptical
Technology

¢ Radar Technology + Materials

e Electronic Warfare ¢+ Communications Technology
& Information Systems

e Behavioral Sciences ¢ Conventional Weapons
Technology

« COMPUTING TECHNOLOGY

PANELS; ACTION GROUPS; TECH LIAISON GROUPS

TRG
TEGHNEAL

GOosaLIIS COMPUTING TECHNOLOGIES
SUBGROUP X (SGX)

TECHNICAL PANELS

XTP1 - Trustworthy Computing
XTP2 - Software Engineering
XTP3 -  Architectures

XTP4 - Machine Intelligence

ACTION GROUPS
XAG2 - Digital Design

XAG3 - Image Information
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TEGKICAL
COCPRRATIGE

PO XTP2 - SOFTWARE ENGINEERING

PURPOSE: To improve the utilization of the collective
resources and capacities of the member
countries in the areas of software engineering
and software technology.

SCOPE: The creation and life-cycle support of software
for military applications.

Includes: PROCESSES, METHODS, TOOLS for

DEFINITION SPECIFICATION PROTOTYPING
DESIGN INTEGRATION TEST
EVALUATION PORTING REUSE

DATABASE TECHNOLOGY

T8
TEBRUGAL
COCPERATIEN

PReCRA XTP2 - WORKSHOPS

« REAL TIME SYSTEMS AND ADA
Conducted June 1988, at IDA, Washington DC.
Approx. 40 participants.

s REQUIREMENTS ENGINEERING/RAPID PROTOTYPING
Planned for November 1989, at Fort Monmouth
(Eatontown), NJ.

s SOFTWARE METRICS
Planned in 1990,
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rasumsat TTCP
Fodeas XTP2 TASK
AIMS

« To examine the current state of methods and
tools used for requirements engineering

e To identify their deficiencies

e To recommend new or improved methods and
tools that need to be developed
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Technical Presentation 1

"The Nature of Requirements"

Mr. James Toher
Pembroke House, United Kingdom
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Overview

O Assignments

Consultancy, Training & R&D
Large & Complex Systems
Industry, Military & Govt

O Issues

Non-Functional Requirements
Validation
Politics

Requirements

O  Functional + 'Non-Functional’
O  All Interact

O NF Dominates F
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Functional Requirements

The rate of decelaration will be calculated,
displayed to the driver who will compare it
with the reference speed.

On supply of retailer identification the
authorisction number will be derived.

ForAll e memberoftHCL)
Exists r memberof(Verf-Rec)
and r = PF(e)

Automatic dialling of previously stored
numbers by pressing a single key

Non-Functional

Reliabilty Materiality Criticality
Safety Security Vulnerability
Performance Risk Repairability
Timing Accuracy Timeliness
Survivability Confusion Confidentiality
Maintainability Cost Tolerance
Transportability Precision Capacity
Speed Ownership Manning
Quality of Service Interoperability  Traceability
Size Usability Latency
iMedia Compatibility Currency




| Non-Functional Requirements

O After the Final Agreement and before 11.00 a.m
the Clearing Totals must be entered on the Daily
Settlement Sheet. (Timing)

The application must cope with 50 million
different air fares. (Capacity)

When Central Control fails Local Control must
order signals (no priority) (Survivability)

Authorisation must be available 100% between
Mon-Fri (inc) during hours 8.00 a.m-5.00p.m.
(Availability)

Billing must conform to level H2 with category
D3 (External: collusive/manipulative).
(Vulnerability to Fraud)

Interactions

O Limit functions available to alleviate capacity
overload and therefore degradation of
performance. NF -> F

Increase in services available increase
confusion of driver and decreases safety
F -> NF

Increase in security encourages more usage
and increases congestion.
NF -> NF
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Problems

O NF addressed too late (if at all)
Hidden Complexity
Loss of Control

O Methods

First Class Treatment of NF
True Systems Methods

O Prototyping

Exhibiting NF Properties
Reasoning about Interactions

'Correct’ Requirements

Validation Principle & Guarantor

Principle

Output - QOutcome
Behaviour - Effect

Guarantor
Many Stakeholders

Validation Statements
Proof - Weak Inference

D-11




Principle

Signed off and accepted
In use for several years
Happy user

Not failed yet

The system is always the servant
of the 'business' and its needs

Is it Effective w.r.t its Guarantor

Behaviour -> Effect

AREA TRAFFIC CONTROL

improve road safety

reduce environmental degradation

assist public services

provide information to road-users and other systems
provide economic benefits to the community as a whole

ELECTRONIC POINT OF SALE

increase throughput

guaranteed pricing

extra sales floor area

improved token handling

reduce fraud

reduce central cash administartion

AUTOMATED TICKET BARRIERS

reduce fraud

improve traffic information
reduce staff costs

permit flexible price structure

D-12




Guarantor

User General Public
Customer Suppliers
Sponsor Beneficiaries
Maintainers Victims
Employees Managers

Operators Regulators

Problems

Legitamacy
Credibility
Methods

Behaviour/Outcome

Prototyping

Demonstration
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Politics & Culture

Meta-Systems

Every Situation

Three systems are present

Every System

Changes the structures

Every Problem -- Solution

Requires the three elements

Every Situation

O Production Systems

@) Belief Systems

O Political Systems
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Every System .

Can have a long timeframe

Affects most or all of the organisation
Involves substantial resources

Has the potential to lead to major changes.
Has winners and losers

Influences the political and cultural systems

Cultural Effects

Increased alienation
Changes in status
Social isolation

Challenge to values

D-15




Political Effects

Shifts in balamce of power Heirarchies may change

Job losses Working relationships my be sirained

Span of control shifts Systems of grading, promoticn,
reward may become redurdant

Shifting problemsithreats Demarcation issues may alter

Intensity of workimachine pacing Threats to confidentiality

Polarisation Heirarchies may change

Every Problem -- Solution

O Requires an understanding of the three elements

Solution
p cC T

S|

Problem C J

=/
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Technical Presentation 2

"The Role of Requirements
in the System Development Process"

Mr. Edward H. Schlosser
Lockheed Software Technology Center, USA
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Old Approach: Allocate System Requirements
Between Hardware and Software Up Front

" SYSTEM
ROMTS

REQUIREMENTS
“TREE"

DESIGN "TREE"

COMPCNENTS
W v SW
OCM{ JoOoM|  [CoM

" ==l | ockheed
Missiles & Space Company, Inc.
Soltware Technorgy Centet 12383

Con't Break Out System Requirements into
Hardware and Software Requirements Up Front

Why?

We lack detailed knowledge up front to make
good decisions about allocating requirements
to hardware or software,

A reasonable allocation tu hardware or soit-
ware may become inappropriate later due to
changes in needs & available technology.

All-or-nothing allocation ot a requirement to
hardware or softwars is often unreallstic.

All-or-nothing allocation may limit or
prevent eoxploitation of complementary
hardware and software capabllities.

=’y | ockheed
Missiles & Space Company, Inc.
Soltware Tecnnoogy Canter 12384
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Hardware/Software Differences Are Compiementary
W

Hardware wears out & breaks. Software does not wear out or preak.
Hardware gets out of adjustment or cahbration. Software does not get out of agjustment or
cahbration
Hardware runs fast. Software runs stow.
Manufacturability ot hardware 18 hmited by s Reproducability of software 1s not
complexity and by the laws of physkcs & sigmificantly hmited by its complexity or by
chemistry. the laws of physics & chemistry.
Hargware 1s often difficult o install & Software can be maae largely self-instaling &
confiqure. selt-configuring.
Retrofiting & upgrading hardware 1s often Retrofitting & upgraoing software can be
ditficult. highly automated.
JUser assistance and traiming cannot be built User assistance & traiming can be built into
into hardware. software.
Lockheed
Missiles & Space Company, Inc.
Sottware Lecnnoogy Center 12385

Hardware/Software Cost Differences
Are Complementary

Ceveloping the first copy of hargware 1s Developing the first copy of software 1s also
costly. costly

Hardware s difficuit and costly to Software 1s easy and cheap 1o reproduce with
manufacture to precise tolerances, precise digital hdeity

Developing spectal tooling and processes to Standard tooling and processes can be used 10
manufacture hardware is costly. replicate software.

Hardware design changes often require costly Software design changes usually do not require
changes n tooling & manufacturing processes. changes in tooling and processes used to

teplicate softwars.

It 1s difficult & costly to make hardware It 1s easier & less costly 1o make software

self-diagnosing. self-diagnosing.

The targe costs of tooling for hardware The munimal costs of tooling for software

manufacturing have encouraged apolication replication have discouraged application

independence, standardized interfaces & reuse. independence. standardized interfaces & reuse.
Lockheed

Missiles & Space Company, Inc.
Soltware Tecnnoiogy Centet
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Benefits from Exploiting Complementary
Characteristics of Hardware and Software

S 2 S S T S S U SRS

Components that exploit the complementary capabilitles of hardware and

softwere internally can provide greater capabilitles at less cost than

all-hardware or all-software components. Such mixed hardware/software
mponents should have the following desirable properties:

+ Early warning of failure + Bullt-in user assistance & training

+ Self-adjusting & self-calibrating « Less costly Initial tooling

+ Both fast & customizable + Less costly retooling as component
is iImproved

« Self-Installing & self-configuring
» Fewer & less costly repairs
+ Self-checking & self-dlagnosing

- Improved standardization & reuse
+ Automated support for retrofitting

w=awby [ 0Ockheed
Missilas & Spaca Company, Inc.
Sctrware Tachnongy Canter 123

Don't Break Out System Requirements into
Hardware and Software Requirements Up Front

Why? What should we do?

Deter allocating requirements to
hardware or sottware until lower
levels of design when we know more,

We lack detailed knowiedge up front to make
good dacisions about allocating requirements
to hardware or software.

Allocate requirements up front to
system componenis likely to contain
both hardware & software.

A reasonable allocation to hardware or soft- Encapsulate allocations within flow-
ware may become inappropnate later due to level system components so they can
changes in needs & available technology. be changed without "rippilng.”
All-or-nothing allocation ot a requirement to Allocate tunctions which support the
hardware or software is often unrealistic. requirement, some to hardware and
some to software, as appropriate.

All-or-nothing allocation may limit or Share responsibillty for a low-level
provont exploitation of complementary function between hardware & soft-
hardware and software capsbilities. ware when they are complementary.

=iy [ ockheed
Misslles & Space Company, Inc.
Sottware Technology Center 1238
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New Approach: Allocate Functions Between
Hardware and Software at Lower Levels of Design

REQUIREMENTS "TREE™ DESIGN "TREE™

=iy | ockheed
Missiles & Space Company, Inc.
Sottware Technongy Center 12389

Benefits from the New Approach

+ Minimize risk of bad hardware/software allocation due to limited information

+ Minimize "ripple” effect of changes in requirements and technology

- Avoid arbitrary "all-or-nothing” allocation to hardware or software

+ Exploit complementary capabilities of hardware and software

=iy | cckheed
Missiies & Space Company, Inc.
Sottware Technoogy Canter 12330
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Technical Presentation 3

"Overview of Rapid Prototyping Systems"

Mr. Scott P. Overmyer
Contel Technology Center, USA




CONTEL Lo~

S

A Rapid Prototyping Tool is . ..

A tool, or set cf tools which allow user-computer interface
designers to CUICKLY and INEXPENSIVELY construct a high
fidelity simulat on of an interactive system. To be effective, a
rapid prototype must not only convey the look, but also the feel of

a proposed system design to users, customers, and developers.

Technology
gl Center

il
lll"
i
HiH

Goals of Rapid Prototyping

« Determine user requirements
« Communicate the design

- Exercise the design

» Collect human and system performance data
- Evaluate the design

» MarKet the design

D-24



CoEsTEL kv

Tasks in Rapid Prototyping

« Design and develop screen layouts

« Select, design and develop dialog method
- Implement applications (in some form)

» Link screens, applications and dialog

« Make rapid iterations on simulation

« Collect and analyse user and system pertormance data

RE=T Technology
TS 2!-. Center

ilhy

Products of Rapid Prototyping

- "Live" user requirements specification
- Human-computer interface design

- Dialog concept

- H-C task allocation

- 1/0O control concept
- System and user response time requirements

« Quantitative and qualitative requirements validation criteria

RAPIDOS
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“rangiticn to the Operational System

» “I'rowawna' i id prototyping
3rie fnal v riion of prototype and specs.
- Jelverpruo, pe and specs to developers

or tor ene s iind unit test
SoT pare o ration of prototype to that of operational

mocu es I ¢ gintegration and test
» Evolutiona -, 1 ototyping
3enerate e -interface management software

from jirol:lv:iing tool -or- Use prototype code
ntegr. ite 3j:plication modules
Make ta w1k together (e.g., compile and run)

iy
htr
[

== Tenshnolog
E;L Cantse

- o
=)

tl
L1}
il
1]

General Rapid Prototyping Tool Req'ts

- Foster RAPID prototype development
- Cod ng ¢ usuallytoo slow

« Allow or -imgrammers to learn and use

- Allow enc-user interaction
- Pictures alone do not provide "feel”

- Allow :ntegration of external applications

» Provide automated system and user performance data
collection

- Help with generation of CDRLs
- ICD's, HEDAD-O, HEPP, HEPR

D-26



Specific Rapid Prototyping Tool Req'ts

Screen Development
« Alphanumerics (text) display

« Graphics display
- drawing/painting package

« Cursor or command-oriented screen construction
 Windowing

- tiled (e.g., standard viewports)

- overlapping (e.g., X Windows)

» "Object" creation/definition

RAPIOOS

<

=== Technology
g!- Center

Specific Rapid Prototyping Tool Req'ts
Di

alogue Development

* Menus
- Static, dynamic
- Pull-down, pop-up, slug

 Forms

- Tab back and forth between fields
- Range and value checking for fields

« Command language (string parsing)

« Icons (direct manipulation)
- Objects, graphics, sliders, buttons, dials, knobs

» Voice /O

RAPIOO9

D-27




COMTEL <o

o

Specific Rapid Prdtotyping Tool Req'ts

Hardware and Device Support

* Input device handling
- Cursor control

- mouse, tablet, cursor keys, joystick, trackball

- Voice
- Gesture, eye motion

- Output device handling
- Monochromatic displays
- Color displays

- High and low resolution displays

- Auditory displays
- tone generation
- voice synthesis

- Virtual environment displays (e.g., Eyephones®)

RAPIDYO

Specific Rapid Prototyping Tool Req'ts

Database Capability

« Forms processing
- Data entry
- Data retrieval

- String storage
- Command
- Value (variable)
- Current state

+ Help
- Context dependent
- Context free

« General data retrieval

RAPOVY
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Specific Rapid Prototyping Tool Req'ts
Integrated Application Support (for C3I prototyping)

+ Geographic projection and display
- Vector, raster, video
- Geographic overlay capability
- Line and symbol display and manipulation
- Lat/Long-based calculatioiis
- course, distance, trajectory
- zoom and pan
- satellite ground trace and/or orbit

* Graphs & plots
* Time-based simulation

* Image display & manipulation

RAPO12

]

c

]

STEL L

Specific Rapid Prototyping Tool Req'ts

Display and Dialogue Linkage

» State transition based linkage
- Link menu options to actions or "applications"
- Link objects to actions
- Link menu options or objects to displays
- Link time or events to actions

« Command parsing and linkage to actions

* Seauence execution

* Possible code generation, if available

RAPIDI3
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Specific Rapid Prototyping Tool Req'ts

Automated Data Collection
- Keystroke recording and timestamp
- Error data
- Error type
- Error frequency
- Task/thread data
« User comments

« Sequence recording and playback

« Configuration management and iteration control

RAPIO14

My Current Toolbox

- Skylights GX
- IBM PC or compatible
- VGA graphics
- Elographics touch screen
- Dragon Systems Dragonwriter 1000 VR Board
- Microsoft Bus Mouse

« Dan Bricklin's Demo i
- IBM PC or compatible
- Color, but alphanumeric

* TAE Plus .
- UNIX (SUN 3/160)
- X Windows-based
- High-res color graphics

D-30
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My Current Toolbox - Part 2

 VideoWorks Interactive
- Macintosh SE or Macintosh I
- High-res color graphics

« Hypercard
- Macintosh SE
- Monochrome

« SuperCard
- Macintosh SE or Macintosh
- Hypercard compatible
- Color
- Full-screen capabilities

« Various & sundry programming languages
- C, PASCAL, (even ADA)

RAPID16

&=
EE=5

—

B

= Technology
ga- Center

il
]

1

Tool Features Matrix

&\\\\\\\\\\\\\\\ N Skylights GX |DB Demo Il J TAE Plus 4 0 § VW Interactive {Hypercard | Supercard
Graphics X X X X X
Windowing X LTD X X X
Object Definition LTD LTD LTD
Menus X X X X X X
Forms X X X X
Command Parsing X L7D
Icons and Symbols X
Color X X X X X
0BMS LTD LTD LTD LTD
Applications DRAW DRAW DRAW DRAW
User Interactive X X X X X
System Generation X X X X X
Data Collection '
RAPIDN7
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Editorial and Summary
* To perform effective RAPID prototyping:
- Must be able to build and modify quickly
- Tool kit is essential
- Must present both look and feel

* Rapid prototyping is not a panacea

« Throwaway prototyping is worth doing
- Validated requirements
- Human engineered user-computer interface

« The "right" rapid prototyping tool has not yet been
built
- A multiple tool toolkit is best bet
- New tool development may be money well spent

- Acquire existing tool, and add on (good strategy)

RAPIDIS
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Technical Presentation 4

"1 Possible View of Requirements Engincering"

Dr. Winston W. Royce
SoftwareFirst, USA
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A POSSIBLE FUTURE VIEW OF REQUIREMENTS ENGINEERING

* Life Cycle Process

* Requirements Engineering Phase

¢ The Production Artifacts Problem

¢ The Manager vs. Software Designer Problem

¢ The Communications Problem

_/
\
LIFE CYCLE PROCESS
Requirements
Engineering
Software
Manufacturing
Operational |
Validation
_J
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LIFE CYCLE PROCESS
T A S AR

| Operational
‘ 1 Validation

(=1 year)
 Under Control Of Using (And Logistics) Command
* Validation Of Products
* User Achieves Confidence As Though They Built It

* Continuous (Small Scale) Change Process

LIFE CYCLE PROCESS
. L AR S B S
Software Operational
lg Manufacturing { Validation
(=3/4 year) (= 1 year)

* Temporary Requirements Freeze

* Selection Of Computer Hardware

* Optimization Of Performance; Use Of Efficient Procedural Language

* Concern For Correctness

* Very Short Schedule

* Fixed Price; Warrantied; Possibly Competitive

* Modest Up-front Investment For Tools And SDE’s; SDE Can Be Closed
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LIFE CYCLE PROCESS
T S N

Requirements | Software | Operational |
Engineering Manufacturing Validation

(= 1%, years) (= 3/4 year) (= 1year)

* Requirements Changes Are Encouraged
* Software Design Independent Of Computing Platform

* Highly Automated Coding; Declarative VHLL;
Enormous Productivity

* Abstraction Oriented In All Things

* Prototyping; Reuse; Simulation

* Trial Deliveries Into The Field

* Evaluation Of Multi-competing Designs
* Cost Plus; Always Competitive

* Large Up-front Investment For Tools, SDE's;
SDE Must Be Open

THE PRODUCTION ARTIFACTS PROBLEM

Requirements TDesign
Engineering ranster

Specification

Software
Manufacturing

Unvalidated
Product

Operational
Validation
Validated
Product

w,
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REQUIREMENTS PHASE
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A
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: Requu‘ements Generatlon
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i e.‘.wm,-ue -ty
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N

: 3 Risk Assessment

Prototype Bu1ldmg

3| Reuse

" Simulation

>-;Spec

SHE

If\vu
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Generate |4
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| Validate
Design
3 Transfer
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Operations Concept

THE MANAGER VS. SOFTWARE DESIGNER PROBLEM

\

JERN

J

Phenomenology Phenomenology Operating Operating
. coe M System see System
1 N
.
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THE MANAGER VS. SOFTWARE DESIGNER PROBLEM
T P

Operations Concept

Operating
System

System Processing Harness
¢ System Communications
* System Control

¢ System Data Handling
e g af ot v BN N L SR .

T T

THE MANAGER VS. SOFTWARE DESIGNER PROBLEM

Operations Concept

Phenomenolo Iy Operating Operating ~ {
‘ System System
1

4
., e
o SR TR

System Processing Harness

JRST

¢ System Communications

¢ System Control
¢ System Data Handling

T

A L. ' R
L e ey mam e e g T , e e el
BRI TAL ANyt PSR Ao - SR S e A A A RIS
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THE MANAGER VS, SOFTWARE DESIGNER PROBLEM
T A S I S SO

Operations Concept

, | . .
Phenomenology Phenomenology Operating Operating
1 M - System System
- ; o e y
PRV A i} * PR | R "

System Prcgcessing Harness

* System Communications

* System gontrol
¢ System Usage

g
4 ,'\..I.uu"r\'lk .ﬂ} E
AT R '

—sia.

Y Al
i

,j 5 ir
> s

",
A

Z

7
&
( )
THE COMMUNICATIONS PROBLEM
QA CM PM
Requirements Spec :
== Executable Spec
Phenomenology Spec
~—3» Prototype
Glueware Spec
=== Documents
User Interface Spec
o _/

D-39
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Techrnical Presentation 5

"Multiple Views of Requirements"

Dr. Alan M. Davis
George Mason University, USA




CLASSIC DEFINITION OF REQUIREMENTS

The activity that encompasses the definition of “what* the system is
without decribing “how" it works.

BETTER DEFINITION OF REQUIREMENTS

All activities up to and including the detinition of the system'’s
external behavior

it thus includes analysis of the problem domain which clearly
precedes external behavior specitication of the solution system

it thus excludes definition of any of the actual physical sub-
components of the system under specification

Note: External behavior can be described at any level of detail and
it is still requirements



MULTIPLE DIMENSIONS OF REQUIREMENTS

o Problem Analysis vs. External Behavior of Solution System
o Levels of Abstraction
o Multiple Views

ANALYZING PROBLEMS OR SOLUTIONS?

. What is the problem, not how are we going to solve it
- Primarily decomposition process
- Ambiguity/fuzziness
- Purely in terms of problem owners
« What is the solution system, not how will it work internally
- Primarily a descriptive (specification) process
- Consistency
- Springboard for design and test
- Purely in terms of users

+ Understanding so you can make intelligent choices v. external
manifestation

. Problem analysis v. documenting external behavior
. Both included in requirements phase

Copyraght, BTG, Inc., 1988
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LEVEL OF REQUIREMENTS
ABSTRACTION

+ Communicate
+ Communicate via voice
+ Communicata via telephone system
* Provide local calls, call forwarding, long distance
+ To make a long distance call

- Lift phone

- Hear dial tone within 2 seconds

- Dial9

- Hear distinctive dial tone within 2 seconds .
+ To make a long distance call

- It diai tone generator availabie

Then hear dial tone within 2 seconds on clock A

Else hear renrder tone within 2 seconds on clock A

EXAMPLES OF VIEWS

Copyright, BTG, Inc., 1988

O O 0 0O 0O 0Oc o o

~Jynchronou:. irocesses/Objects
Data otructures

Data Flows

Rata anc Controi Flov:s

Finite State Machines

Extended Finite State Machines
Petri Nets

Huian/Machine Interface

Hybrid

D-44




SAMPLE OF RICHNESS: DATA FLOW VIEW

SODA CHOICLS DlsPINsL NUNTY COUNT
SO0AS —
sods

TUSTORER

HAC 13 I
H N HIN ,
1 0

= dPOSited
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SAMPLE OF RICHNESS: FSM VIEW

invalid cotnscoln

valid coin
invelid {insufficiant
coin/coin soney) /e
valid coln/-
10LL CoLLZCTING
CoINs
__J coin return/
coina
valid coin
(sutficient

sonay) /-

selection(okx)/
ecda, change

SELICT
PLAVOR

selection(out)y
£ing sutser

SAMPLE OF RICHNESS: OBJECT VIEW

soda customer '

I

flavor O 1
1‘ 1
_____________ |
g !
- |
dispense deposits
fill salects
choose -
~
; ~ |
-~ S~
i Dl - |
~
| -~ o {
! T~ )
-
) ~
vanaing coin
person
valte
couitt
fuis returns
adds
changes
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SAMPLE OF RICHNESS: DATA STRUCTURES VIEW

S0DA SELECTIONS(3)
NANE

PRICE

HMAXIKUM=COUNT

CURRENTLY~AVAILABLE~COUNT
COINS~-ENTERED

NUMBER-OF~NICKELS

NUMBER-OF~DIMES

NUMBER=-OF-QUARTERS
DATE~OF~LAST-REGULAR-MAINTENANCE

SAMPLE OF RICHNESS: HMI VIEW

SELECTION §1 =~ COKE CLASSIC =-=—==n=n > PUSH
SELECTION §2 ~= DIET PEPSI ~ew-wowe-oe > PUSH
SELECTION #3 == RC COLA ==emm-emm=cmmn >
PUSH
COIN RETURN >
PUSH
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EXAMPLES OF TECHNIQUES

Technique Prob Sol'n Func Asyn Data Data FSM En- Leveis of
Oom Dom tion Sr:l& Strc  Flow Mastr Slave Stim Feat tity HMI Abst'tion
SRD X X X 1
PAISLey X X X X 1
Jso X X X X 1
OORA X X X X 2
DeMarco SA X X N
Ward SA X X X X N
Hatley SA X X X N
Yrdon MSA X X X X N
USE X X X 1
Statemate X X X X X X N
REVS X X N
ALP b X 1

HATLEY VS. WARD

o Both Combine DFDs and FSMs
o Both Add Control Signals
o Completely Different Semantics

D-48



THE RESEARCH GOAL

(o]

Enable Developers to Each Select Optimal Views for Their Aspect

of the System

o

Check Any View for internal Inconsistency, Incompleteness, and

Ambiguity

©C O o

Derive Parts of One View From Another
Check for Consistency Among Views
Transtorm Views Used by One Methodology into Views Used by

Others
o "Execute' a Subset of Views While Observing Any One View

THE RESEARCH APPROACH

0 Fully Understand Multiple View Problem

-

Define Meta-Model
Define Views in Terms of the Meta-Model

Formally Define View Ambiguity, Inconsistency,
Incompleteness

Formally Define Inconsistency Between Views
Establish Derivation Capabilities

0 Specify Requirements for a Requirements Environment

Use Muitiple Views

o Construct the Requirements Environment

Databhase

Single-View Checkers

Multipie View Consistency Checkers
Automatic View Generators

The Executors
D-49




THE BEGINNINGS: A FIRST-DRAFT META-MODEL

Object-Based
Standing on Coad’s Shoulders(OOA)
0 AFew Views Have Been Partially Defined
- Objects
- Structure
- Attributes
- Service Names
Semantics (i.e., Service Definitions) Still Weak

SUMMARY

Wide Spectrum of Requirements Tools/Techniques/Languages
Available

Each ldeal for a Particular Aspect of a Problem
Currently Little Compatibility Exists Conceptually or Physically

ERA or Okject-Oriented Meta-Models Appear to Offer Potential for
Common Underlying Representations

Representation of a Few Views/Methodologies Using an OOMM
Underway
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Technical Presentation 6

"An Integrated Approach
to Requirements Engineering"

Dr. Raymond T. Yeh
International Software Systems, US4
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G i wi equirem

Uncertainty
Volatility
Ambiguity
Inconsistency
Incompleteness
Infeasibility
Incorrectness

Insufficient Communication
Inherent Complexity

Lack of concerns for the entire life cycle

T ic kr work

+ Requirements Process is [ntertwined with System
Creation and Evolution Process

Requirements Jevelooment.
Setrrmination ivatustion, etc,

S
AV VYAV AVAN

M
~ae s,
~

~enet

System Age

+ Areas of Support for Requirements Engineering
Must be Considered in an Integrated Manner

2y

2
:ﬁg%A
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Aequirements
Cetermingtion

System Context:
srganization/rssion
joats;

Svstem
sanstraints
srqanizational Goat
Situstures:
Alternatives’

Tovective
An2ySts

=

System
Requirsments

1

Aequirements Analvsiy/
vallaation/Svathests

8ounoary Anaivsls
ang Oetinition

SwW W Qrgantzation
Reguirements Requirsments Reaulrements
cantrsct

+ Context Analysis

+ Objective Anaiysis

ro

» Requirements Determination
tevaluate alternatives)

+ Requirements Analvsis

* Requirements Synthests

+ Requirements Validation
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Svstem Context:
Srganizationstission
kIX1LH

Cintext
An3ivsis

Svstam
Ssnstraints
Jreanizationat Goal
Structures;
Alternatives:

5

System
Regyirements

Requirements Analvsis/
vanaation/Svntnests

gouncary Analvsts
ng oerinition

Totective
ANJIVSES

Requirements
Cetermination

Sw o Organtzation
Requirements Requirements Recuirements

ceontract

+ Context Analysis
+ Objective Anaiysis

» Requirements Determination
tevaluate aiternatives

» Requirements Analvsis
+ Requirements Synthests

+ Requirements Validation
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/'mooolew 1

orocess

x
Purpose:

provide systematic oians for accomolishing
goals or implementing guwiding principles.

Approaches/fssuess

+ What principles guide the process?
For exampte:

» Separation of coneerns

+ Risk management
+ Cootrol complexity

+ What are the methods that tell you how to implement

the principles?
For example:
» Modeling « Work structure breakdown
« Conceptuat modding « Simphfication
« Operationai modelng » Abstraction
(prototyptng) + Partiticn
« Projection
People:
e 1 s
/\ \
Provie
Purpose:

. Identify generic role-players (participants and
stakehoiders) for the process: ¢.g., Users.
buyers. sellers. developers

Anproaches/[ssues:

« What are role-player needs. i.e.. their view of
anideal system?

- What are role-piayer responsibilities for

activities: input, communication. feedback.
judgement?
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/
deocess 1
\ S /

Purpose: S~——

Provide expression and commun:cation for ang among
different peaple and different concerns.

Approaches/issues:
+ muitipie langusges (or different major concerns,
disciplines. and stakenolders
+ multiple interfaces

+» underiving commonality to support data.sharing, automated
aid of commuzucation

« formal langusges for precisencss. automated checking

+ more mdespread use for enhanced suppart of
intormation capture

L measmeeeaal,
. .
ntertaces T .

-

*»,

.,

»AlLs

Irghish

2000 [ fsmmonOotect \ e .
ue @'nmm/ :
.

izsarie o
SuecutaoiF € ~uations »*"
S Srotetaves “”

”

. -
Strmesas ™

Automation Tools)

SN

——iytematian
i tTeoln)

Purpose:
Provide automated support tor enziieering and
management activities.
(&) :

+ What israre the right tool(s) to use?

+ What is a right kind of architecture
(e.g., integration platform)?

+ How do vou incorporate tools into practice?
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0roCesy Pr—————— )

\° ~— -/
\v/
P_u.l'.n.QSﬂ “1tazemen

direct 2nd insure coordination of resources and
proces<es to accomplish goals

Abproaches/Issues:

« planning and controlling allocation of resources:
financial, human. material, information, time;

+ measuring, monitoring, and controlling quality:
of process, product, and people;

» utilizing real project data for planning;

getting the users involved

.

be concerned with the enuire life cycle process

getting the baseline requirements

-

use incremental commitment

separate the concerns.

T e TP R S S SRR

Geperic Questions Within Eack Activity

Example - Objective Analysis
1. Purpose
« Why do they vant this?
+ Do they really want what they are saving?
To make sure orgamzational investments (long
term goatls) are not shorthanded by the short
term system goals.
2. What information is needed?
« What problems currently exist in the organization?
«problems can b seen as the difference between a
desired value and the actual achieved value on

one or more objective dimensions)

» Need to have the goal/constraints structure!
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Scope of goais as

seen by tO0p management Top management

Scope of goals as
seen by middle
management

Middle management
(divisions,
aepartments)

Scope of

goals as seen

on the

opecational Operational
level level

scope of goals as [inatly
agreea upon

Definition of the scope of the analvsis

find onectives 1nevcIure deierMIAE IMpOrisnce Jehine qetermine 1iect
"t CONLPRINIS In8 rnectives 3nd [ of aniecives ano Jnernanves 1o mescrolexa [rev ol
eencey | CEI8t6d MOAICT | contrmingg conteainiy reacn oo cnve theensive ancenetives
High tevet \ 0ot ) ] 1vy t o 1y
asnmgement
Newing 1, $ Al v) iy
commuies
ainee i Yy 1 iv 1 w ny
managentnt ) )
levels 2 ]
cad voers Iy ty ] $ oy
»" s

01t @ AN
» |neger dnes aet yoL CLBL

1) 100 *
inelyns A A (arstyaead At A Al v

Ueveioper

@ sanger

Iyt desmacr
programmer St iv s v
eter
ansiensnce

caperis of
orgeantation
dulinely

1y
PAYIRSL SYNEN $

aLher sources t

A sine
1 iformsimn
1ovece
S suppert . .
v verayer Role/actavity relationship during the OBJLCLIVES ANALYSIS phase
} judge
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Generic Questions Within Each Activity

4. How to get the needed information?
(what methods t¢. use?)
Questionaircs, Interviews, etc.

5. What to do with the information?
{what methods. should be uscd to analyze the information?)

+ Static analysis
consistency, completeness

+ Dynamic analysis
animation of goal diagram
What if analysis,

+ Verification

+ Validation

6. What form or language should be used to document the
new information

7. Decision criteria as to whether to proceed?

8. What tools shouid be used?

» araphical drawing tools
« simutation models of applications

OBJECTIVES ncrease increase
sUB- Increase number 1ncrease merease quatity of
OBIECTIVES carnmings of customers peice service pecsonncl

Importance 1 (9) N ts) (B3]
Inceease earnings 0 0 0 0
lacrcase number of customers M (-07) i} 0
Increase price s +07) .. 0 0
acecase service 0 3 0 . (6}
Increase quality of sales 0 2 0 16)
psrsgoael
CONSTRAINTS

importance
Size of
market 8 0 (-02) 0 0 0
Clasuicity of market 0 0 0 (-08) 0 0
Current personnel
6 0 0 0 0 (:09)

Structure of labor 0
market 4 0 0 0 (-0 3)

Goal/sub-goal and goal/constramnt mateix




teatl
siTe of
market

elasticity
v market

increase
2arnings

increase
number of
customers

Increase
prices

structure
of labor
market

increaase

quality of
sales

personne)

tacrease
Service

current
cersonnel
structure

provide
on-line

oraer antry

Example of a Goal/Constraint Diagram

ODJECTIVES ncrease increase
suB- incrcase number merease merease qualty of
QDILETIVES carnsngs of customers peice service personnel

Importance 1 (9 (1) (s) 5)
Increase carnings D] 0 ] ]
Incressc number of customers S vee (:07; 0 0
Increase price 5 07 0 o
Increase seevice 0 8 0 - (6)
Increase quality of sales 0 2 0 (6} o
parsonnel
CONSTRAINTS
importance

S1ze of
macket 8 bl -02) 0 0 4]
Clasticsty of market 9 0 0 (08) 0 0
Cucrent personnel

uereat 6 0 0 0 0 §09)

Ay

Structure of labor ’

market 4 0 0 0 0 (-n3)

Goal/sub-goal and goal/constraint matcix
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Summary

+ Use integrated approach to solve problems:

+ requirements process intertwines with system
evolution process

+ integrate different areas of concern

Methoaology
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Technical Presentation 7

"Knowledge-Based Requirements Assistant"

Mr. Douglas A. White
Rome Air Development Center, USA
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o

o

(]

(o]

o

o

o

The Challenges of Air Force Software

Computer Software Dominates the Functioning of Most Military Systems
(AF Studies Board)

Computer Software is a problem in 7 out of 10 troubled systems.
(AFSC/PLR "Bold Stroke" Briefing)

Cost of AF Mission Critical Software will increase by 50% by 1995.
(EIA Defense Electronics Market 10 yr forecast)

Software was 5% of AF budget in 1986, will be 10% by 1930.
(Software Growth & Logistics, AFALC/ERC)

Demand for Software is growing at 12%/yr; Personnel 4%/yr; Productivity 4%/yr
(Boehm, Martin)

Maintenance Accounts for 60-90% of Software Lifetime Costs
(Software Growth & Logistics, AFALC/ERC)

Cost of Software Maintenance is growing by 26%/year
(V. Castor/ OUSD(R&DT))

KNOWLEDGE-BASED SOFTWARE ASSISTANT
(KBSA)

BASIS FOR A NEW SOFTWARE PARADIGM - SHIFTING
FROM INFORMAL PEOPLE-BASED DEVELOPMENT TO
FORMALIZED COMPUTER-ASSISTED DEVELOPMENT
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KBSA DEVELOPMENT PARADIGM

DECISIONS
AND
AATIONALE

|

FOAMAL
FORMAL
INFORMAL  _ ] HEOUIREMENTS/SPE(:;FK:A“QN g MECHANICAL = DEVELOPMENT

REQUIREMENTS ANALYSIS (PROTOTYPE) OPTIMIZATION CONCRETE

' SOURCE
A PROGAAM

VALIDATION

o Machine is "in the loop”

o All lifecycle activities machine mediated and supported

o "Corporate Memory"

KBRA - Deveiooment of knowiedge
KBAA - Devocomers oo KBSA ARCHITECTURE
reasonang of generat a0phcabity
10 rOCRN OMeNts 2CQIBAON.,
Lifecv~le Facets
RIQUINEMENTS P‘.’Jiﬁgfﬁg,?" IPLTHPHIALICH I PEIORMANGE ’ isnnn
Project
Management Activities
L Coordinator
- policies
- procedures
- tasking ]
- schedules
|
Support Systems
- version & access controls User
- knowledge base manager Interface
- editors
- com.pilers

D-65




Requirements Engineering

Acquisition, analysis, and communicatiors of system description.

System Behavior
Boundary Conditions
Trade-off Formulas
Dependencies
Definitions

TODAYS TECHNOLOGY

o
—%,/M/,ﬁ/,«

vwoun (Av-rm‘

L . -

.
e - ——

ptle sz i '22:/
L3 w;ﬁ:ué e

v M“/‘/M
b rrsadiovs ?o"/-""
—————— /WJP’ [
S ls sal JM‘-

e—— L vt ot dosaast
ZdoD o hsichunss byt

A'm/'umw aamm'%
P Tk

J,A’(JII/(/C '; -

00 Foron o L

o THEC - M /;,U//n—-
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FORMAL REQUIREMENTS
(SOCLE)

Ex. Constraint:

(air-traffic-contro; (ako ($value (system)))
(constraint ($value ((multiplier (at* tracker initiation time)

(at* objects-tracked speed)
(at* geographic-coverage distance))))

Ex. Formula:

(multiplier (at radar-43 sweep-rate)

(at tracker-21 number-of-radar-returns-required)
(at tracker-21 initiation-time))

D

LargeSystem's
Requirements,
Sketchy, Vague,
Incomplete P
Community
- lactemontl | oeneyy inn v Can
PN , Ve ey ~ I’
;'?r‘: 7 epeealion
TN Medwn ; Lvolving .
'i't o Svstem
; — Descnption
= Review
J —?‘“ 4

r\&'// '\\////

KBRA

=, 6‘

1

o Incremental Formalization

o Reusable Programming Knowledge
o Presentation Based Interface o Trade-off Analysis Support
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BENEFITS

Informal - Multiple views, no formal computer language, postpone
commitments
Consistent - Single knowledge representation with automated

reasoning and truth maintenance

Incremental - "Catch-as-catch-can” interpretation, associative
retrieval, critiquing, automatic completion

Reusable - Libraries of application knowledge

KBRA Control Panel
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Lata Flow Liagram ror MAINTAIN-TRACK-GLOTK

, ]

L

] HBSISTANT

system function aiagram tor ANEA-CONTROL-CENTER

AL AsCONTIOL -CENTER

OMFLAY-SONET A TIN PLMEMY DA T A-FRCITIONIE

RN IE T ‘
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Tiate Transicon Diagram ror MAINTAIN-THACK-ELO0K
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FORMULA BUILOING WINDOW
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SUMMARY

o KBRA Demonstration Model

Acquisition - multiple views, incremental formalization
Analysis - automatic critiquing & completion. reusable requirements
Communication - formal representation, requirements documents
o ldentification of knowledge representation issues
Presentation, Structured Text, Evolving System Description

o Formalization of reasoning processes

Inhertance, Automatic Classitication, Constraint Propagation
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Technical Presentation 8

"Insights Into the Influence of Shared
User/Customer|/Contractor
Objectives on Project Success"

Mr. Michael S. Deutsch
Hughes Aircraft Company, USA
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Empirical Project Success Study at HuGHES)
Software Engineering Institute

« Motivation: paucity of significant empirical data on
software project management process

« Goal: identify factors that discriminate between
success and non-success

» Feasibility investigation--
> General understanding

> Education

Hypothetical Model of
Project Success HUGHES

Size

Character
Project
Adversity

Interfaces
Business Constraints
Technical Constraints

Cost
Business
Performance,
Schedule

Personnel
Resources

Dialogue

Management) geqpe Definition
Requirements Risk Management
Achievement Planning/Control
Interface Management
DEPENDENT PREDICTIVE
MEASURES

MEASURES
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Management Process Model [

User/customer/contractor

dialogue
Project
Personnel ;
resources plannmg and
L . contsol
Strategic risk Technical
+4 management scope
and plannin definition .
P g Physical/ Extemnal
technical interface
resources managemem

User/Customer/ Contractor Dialogue [

o Reconciliation of multiple user needs

> Ongoing collaborative contacts to assure
correct content in technical requurements

° User(s) parﬂcnpatlon in formai desngn revnews

p;esentatlon of user(e) and contractor on
ustot

o
0 :n“.f

s e wre v wrems

o Acidreésihg,of. bost depidyment suppbii"abi:;roéch‘
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Exploratory Data Analysis HUGHES

Goal: examine feasibility of conceptual model

RS ALE "‘ﬁ Pheoaty e aedas i o YRR

"Détaon:25: pro;ef‘ts coilected usmg mformal
-questlonnalre-. e T T Y

i "’mf';w iR TR

:Cavea s-on: results AL

x feea
Nheiretlank . PRt 25K ,,_ e, o0 ¥ ,--—ls,',“_

T v g
ﬁ"wins;m hts*are_pognters‘forfuture StUdy:.f{;s‘.{}_-_}'t-é;,}j

l:_ 2 :;\\\m:.: - A ‘.r'; i (A N
% “Y“W ﬁ‘“”“m‘i* "’mi‘ﬁ; TaERT v -~;W€;:4-,fe-,,~a,~"."a.2§.€—,?‘-.;‘..
;m«-‘No:statlstlcal mferences* T SRR e

fin
o

Techn:ical °]
9
and
° 8 -1
Business |
Performance i
Relationship
TECHNICAL 54
PERFORMANCE
] RESPONDENTS' PERCEPTION
J_D > @?cics{:slfgrg:gccl J
I_
0 T T 7 ; T T T T T ]
0 1 2 3 4 5 6 7 8 9 10
BUSINESS PERFORMANCE
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Management Power and uGHEs:

Project Adversity Relationship

unfmbklo
@pormcmwmcerno,v)
9~ « successiul project
+ unsuccessful project
8—
71
6—
PROJECT 5
ADVERSITY
34
3—
7 -4
I—
frverole g T 7 : Y ; T T T ] 1
o 1 2 3 & 5 6 7 8 9 10
walavorsble MANAGEMENT POWER fvorenle
. COMPOSITE PROJECT PERFORMANCE
Project Performance o
and 5
Net Turbulence -
[ ] L)
Relationship
6- L[]
54

° 3
°
0 34
>
2

L} 1 ] S 1 ¥ )
-5 -4 -3 2 -1 0 i 2
shiavonbie
NET TURBULENCE
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Intercorrelations of Predictive m
and Performance Measures

Lo el oave v propein
Contprenite fev et Tamg ¢ oMol T Tonani
G2 UL L S T L1 1 S | LY ] FoRoMRg K POl it
Nel fushatence 0.8t 1163 0.79 127 070 .83
Management powerioserall) 0.66 0.72 0.61 0.78 072 0,76
personnel resources 0.70 0.63 0.70 08s 083 082
techaical resources 0.40 024 045 0.58 0.33 0.62
user/customer/contractor dialogue 0.63 0.57 0.59 065 0.70 0.54
technical scope definition 0.56 0.61 0.54 0.4 0.49 0.81
strategic planning/risk management 0.15 040 0.12 0.34 054 0.37
project planning/control 0.46 0.66 0.40 0.77 0.24 0.73
extemal interfaze management 0.48 0.62 042 048 0.58 0.39
Project adversity(overail) -0.61 -0.38 -0.62 058 +0.41 -0.61
project size -0.19 0.19 -0.28 0.15 0.32 0.04
project character -0.10 -0.04 -0.07 0.36 0.16 0.42
extemat interfaces 047 -0.19 -0.54 -0.36 -0.03 -0.53
business constrants -0.72 055 068 -0.70 053 -0.68
technical constraints -0.31 -0.50 0.26 +0.35 -0 60 -0.28
. T S

Top Ten Management Considerations {3

All projects High adversity projects
Consideration Corrclation Consideration Corrclation

Experuse of initial 0.78 How well personnel and support DR
manicnanee tcam teqrureients speetficd

Pertodic costschedule 067 Lepertiec of inital [{}]
estimates for comnpletion maintenance team

Skills of personnel who 066 Penodic cosyschedule 0.78
remained for tesytransinon esumales for compleuon

Reconciliation of muluple 065 Periodic review and updating 0.73
usce needs of risk parameters

How well personnel and suppont 0.62 Skills of personnel who 0.72
requirements spectfied remained for tesvtransition

User representation on change 0.57 Periodic review of actual versus 0.71
control board planned rate of accomplishment

Expenise of development 0.56 Expertise of development 0
personnel personnel

User/customer/contractor contacts 054 Hew well system qualification 0.70
on project technical content requirements specified

Extemnal interface stability after 054 Reconciliation of multiple 065
prelimunary design review user needs

Extemal interface stability before 0.52 Prioritszation of requiretnents for 064
ptehmunary design review :mplement-to-schedule planning

Chn-going hason with interfacing 0.52
clements/systems

,
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Project Performance and

Business Constraints Relationship

10-
Y
5~
74
61

COMPOSITE ¢
PROJECT
PERFORMANCE

3 =

R

14

.7I
L&
by

Key Points Summary

i ’ ] ]
3 4 5 6

BUSINESS CONSTRAINT RATING

[ i
9 10

wiavonoic

» Empirical data confirms anecdotal experience

and intuition

- Collaboration of user/customer/contractor on
technical content definition affects performance

« Technical definition uncertainty with other
uncertainties impacts performance

- Adverse projects require more sophisticated
management including requirements
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Technical Presentation 9

"The Serpent User Interface Management System"

Mr. Reed Little
Carnegie-Mellon University, USA
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=X Camegee Meiton Unsversity
== Soltware Engineering Institute

Introduction

* Problems

* Obijectives

e Approach

« Use of Serpent

« Serpent Architecture

e Serpent Editor

e Transition

e Summary
89-Serpent-reea- 1

-%‘Q—:_ Cameqe Melion Unversty
—== Software Engineering Institute

User Interface (Ui) Problems

* User interface accounts for large portion of life

cycle costs - in some interactive systems more
than 70%

* Impacts all aspects of the life cycle

- requirements
- development
- Ssustaining engineering
-- changes to user interface
-- integration of new input/output (/O) media

89-Serpant-reed-2
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e Camegie Melion Unv«s«y .
——-  Software Engineering institute

Life Cycle Problems

¢ Requirements

- evolutionary, not well specified

- written specifications inadequate for conveying
"look and feel" of interface

- customers may not know what is practi.al

- customers may not know cost; time may be
more important than dollars

o Design/implementation

- very labor intensive

- inadequate existing methods and toois

- manual development time consuming and error
prone

89-Serpent-reed-3

—

S==—=m=_ Camegw Meilon Unversty

= Software Engineering institute

Life Cycle Problems (cont.)

o After system completed

- frequent and complex changes required
-- user interface intertwined throughout system
-- customer not able to completely comprehend
interactions until system is delivered and in
use

- difficult to take advantage of new /O media
-- use of particular hardware/software media
permeates design and implementation

89-Serpant-reed-4
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——

S

liIW‘lI'l

:—=__"_ Camege Meiion University
Software Engineesing Institute

Objectives

Make user interfaces easier to specify

Support incremental development of user
interfaces (prototypes)

Provide for a "bridge" between prototype and
production versions of system

Support insertion of new I/O media during
sustaining engineering

89-Serpent-reed-5

Cainegre Meilon Unrversity
Software Engineering Institute

Approach to Reducing Ul Probiems

Provide single tool which supports incremental
specification and execution of interface

Separate concern of user interface specification
and execution from rest of system concerns

Apply non-procedural language and graphical
techniques to user interface specification

89-Serpent.reed-6
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% Cameqee Meton Unv.my
== Software Engineering Institute

The Serpent UIMS

o Has specialized language for user interface
specification

o Supports /0 media independent applications
e Supports both prototyping and production
o Supports multiple /0 media for user interactions

o Supports ease of insertion of new I/C media

89-Serpent-reed-7

___;_,—_ Camege Melion University
—=—" Software Engineering Institute

Serpent Use

Y

End user

User
interface
designer

89-Serpent-r86d-8
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—=mw—_  Cameqwe Mewon Unrversty

—_—
—

—

——
—r—

—

Softwace Engineering Institute

Serpent Architecture

Application
layer

| &

Presentation layer

Other X
o window

technology system

89-Serpent-reed-9

Cameqee Melion Unrversity
Soltware Engineering Institute

Slang, Ul Specification Language

» Based on production model

- data driven
- allows multiple threads of control

e Provides multiple views of the same data

- implemented with constraint mechanism

- re-evaluates dependent values automatically
when independent values modified

- applies to application values, I/O media display
values, and local variables

89-Serpent-reed-10
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—=r_  Camegw Meilon Unsversrty

=- Software Engineering Institute

Prototyping

o Detailed knowledge of Serpent dialogue model is
not required

e Application not required
e Slang allows definition of local data
o Serpent automatically enforces constraints

+ Reasonably sophisticated prototypes can be
generated, e.g., visual programming

89-Serpent-reed-11

,|'|

e Camegie Medion University
Software Engineering Institute

l'lql

|

“ VISUALLY PROGRAMMABLE CALCULATOR
I Cale | ‘ + l

s | s - | i
! oelew] | om | i
J !cwwcti ﬁ ;
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] Pecora
| N
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A
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—'g"_i Cameqee Metion Ursversty
== Sottware Engineering Institute

Input/Output Media

« Serpent designed to simplify the integration of /O
media

o Currently Integrated

- digital mapping system
- X11 Athena widget set

o |ntegrations in process

- Motif

- Open Look

- video-based mapping system

- experimental gesturing system

83-Sevpant-r9e0-13

—====_ Camegw Mellon Unrversity
—a——————

—=-  Soltware Engineering Institute

Application
e Can be written in C or Ada

o Views Serpent as similar to database management
system

« Creates, deletes, or modifies data records

o Informed of creation, deletion, or modification of
data records by dialogue layer

89-Serpent-reed-14
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—==ow=_ Camegw Meilon Unrversity

== Software Engineering Institute

Serpent Editor

» Layouts of user interface are best specified or
examined graphically

» Logic, dependencies, and calculations are best
specified textually

o Serpent Editor has two portions

- graphical part for examination and specification
of layout

- structure part for textual specification

« Implemented using Serpent

89-Serpent-reed-15

—_E"‘_:. Camege Metion Unrversity
—=-  Software Engineering Institute
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Software Engineering Institute
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Camegre Meilon Urrversiy
Software Engineering Institute

Transition
» Encourage use of Serpent

* Provide close support for selected sites during
interim period

e Publicize Serpent
+ Distribute via electronic media

e Commercialization

89-Serpent-reed- 18
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Caineqws Metion Ureversity
Software Engineering Institute

Status

o Serpent (w/o editor) in alpha test
¢ Available for SUN and VAX (ULTRIX)

o Beta version of Serpent (including editor) available
Fall '89

89-Serpent-reed-19

Cameqwe Meiion Uneversity
Software Engineering institute

Summary

» Reduces effort for specifying/modifying user
interface

* Provides for evolutionary changes of /O media in
fielded system

+ Simplifies post deployment user interface
modifications

o Provides seamiess path from prototype to fielded
system

89-Serpent-reed-20
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Technical Presentation 10

"Using Joint Application Design (JAD)
Techniques to Accelerate the
Requirements Definition Process"

Mr. Robert C. Fink
Performance Resources, USA
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THE CHANGING MARKET
ENVIRONMENT: CAUSES

« EMPHASIS ON A GLOBAL MARKETPLACE

« EC'92 - EURCPE AS ONE TRADING PAR.

« THE FAR EAST - AGGRESSIVE COMPETITORS

« MERGERS, ACQUISITIONS - MORE BIG
PLAYERS

“R

\

Performance Resources, Inc.

(c) 1989

o

THE CHANGING MARKET
ENVIRONMENT : EFFECTS

« INCREASED LEVEL OF ACCEPTABLE RISK

« NEED FOR COMPETITIVE ADVANTAGE
« HIGHER PRODUCTIVITY REQUIRED

« FLEXIBILITY TO ADAPT QUICKLY TO NEW

CONDITIONS

—

\e.

Performance Resources, Inc.
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THE CHANGING SYSTEMS
ENVIRONMENT

+ EMPHASIS ON IMPROVED DATA
MANAGEMENT IN INFORMATION
ENGINEERING

» RELATIONAL DATA BASE PRODUCTS

« IBM'S REPOSITORY - CORPORATE DATA
RESOURCE

« SHIFT IN THE LIFE CYCLE

» TOOLS SUPPORTING LIFE CYCLE
PRODUCTIVITY

J

Performance Resources, Inc. (c) 1989

\

JAD:

+ A GROUPWARE CONCEPT: TEAM-BASED TECHNIQUE
« LED BY A TRAINED FACILITATOR

« SUPPORTED BY A TRAINED ANALYST/DOCUMENTOR
« CENTERED AROUND A WORKSHOP

« FOCUSED ON CONSENSUS-BASED DECISION-MAKING

» USED FOR ADDRESSING INFORMATION ANALYSIS/BUSINESS
MANAGEMENT ISSUES

_

L/

Performance Resources, Inc. (c) 1989
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AD =
8 CREASED PRODUCTIVITY

e WITHOUT JAD: AS MUCH AS 35%

",DEFUN CTIONAL REQUIREMENTS
e E MISSED. ADDITIONAL

*MENTS ADD NEARLY 50%

u»c.y,

WJ D! ‘LESS THAN 10% OF
CTIONAL REQUI REMENTS

, ,ﬁvﬁ"fi'r ‘.MINIMAI: CODE ADDED.

LY NORPUEES

- —Cziixers Jones, 1989

wk‘; reieet

qv‘—-‘ -

PERFONMANCE R0t FIS T TS
SI31 Loasburg Pike Swwa 301

Falls Chuarch, YA 22041 (¢) 1949, Performance Resources, inc.
703 343 9600
( )
CHANGING FOCUS
SYSTEMS FOCUS BUSINESS FOCUS
Technology Driven Business Decision Driven

"Back Office” Transaction Driven | "Front Office” Supported - MIS and DSS
Hardware and Software Limiting | Increased Hardware and Software Capabulities
Singlc Function and Organization |Multi-Function and Cross-Orgamzation
Operational and Tactical Role Strategic and Competitive Edge Role

& )

Performance Resources, Inc. (c) 1989
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EMERGING
SYSTEMS PROFESSIONAL

PAST PRESENT

Computer Expert "Gurus” Systems Professionals are Consultants
Reactive to Users Catalysts/Planners in Business Change
Users New to Computers Users Have Experience with Systems
Technology is all Important Choose Technology to Fit
Programmer/Analyst is Craftsman Programmer/Analyst is Engineer
Programmer/Analyst Dominates User - Systems Partnership
Maintenance - Large Role Maintenance - Decreasing Role

L

Performance Resources, Inc. (c) 1989

PRODUCTIVITY FUSBON:
MASTERING THE BAS

« METHODOLOGY: INFORMATION
ENGINEERING

« TOOL: CASE
« TECHNIQUE: JAD
« ENVIRONMENT: FUSION CENTER *

* The name "Fusion Center” is drawn from the U.S. Army Corps of Engineers

Management Center under the technology transfer program of the U.S. Govemment.J

\—

Performance Resources, Inc, (c) 1982
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~ JAD EVOLUTION

FIRST GENERATION JAD NEXT GENERATION JAD
FOCUS ON PROCESS FOCUS ON DATA
TRANSACTION ORIENTATION| TRANSACTION + MIS/DSS
USER PARTICIPANTS TIGER TEAMS = BUSINESS + SYSTEMS

SCRIBE AS DOCUMENTOR DESIGN ANALYST/CASE USER
APPLICATION-LEVEL ONLY | ENTERPRISE, BUSINESS AREA, AND

APPLICATION LEVELS
USER REQUIREMENTS ONLY USER REQUIREMENTS AND LOGICAL
DESIGN
Performance Resources, Inc. (c) 1989
s ~
WORKSHOP
KEY JAD MODULES
MODULEIL:
WORKSHOP
PREPARATION] ! MODULETIT: | ..
Operational ‘;Vork;lzlop DATA
Guidelines | Agenda MODEL Normalized .
Functional Data Model Access ‘
MODULEIL: |: [ rovone. ] 3
CONTEXT Functionl ;_
MODEL  |QD/Ps MODULEIV: D‘;:;::’p":smon 5 o
. /0’ Menus
PRI I)ROCESS I
MODEL DFD's nterfaces
ch)pcndcncy !
agrams Worksho '
P’Qf;‘rff““"’ Closurep '
L T rate e e 5 - Q
Performance Resources. Inc. (c) 1989
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INDEPENDENT
DATA ANALYSIS

» Corporate Architecture as a Corporate Asset

« Elimination of Duplication

» Shared Data - Models Within the Architecture
+ Data Separate From Business Process

o 2

Performance Resources, Inc. (c) 1989

HIERARCHICAL
PROCESS ANALYSIS

« TOP-DOWN ANALYSIS OF BUSINESS

» APPLICATIONS SUPPORT CORPORATE
BUSINESS STRATEGY

* FUTURE ORIENTATION

+ FLEXIBLE MODEL TO MEET BUSINESS
CHANGES

.

Performance Resources, inc. (c) 1989
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JAD DELIVERS

« IMPROVED ANALYSIS/DESIGN QUALITY

« REDUCED ANALYSIS/DESIGN TIME/COST

« IMPROVED OWNERSHIP OF SOLUTION

* EARLY ISSUE IDENTIFICATION/RESOLUTION

- _

Performance Resources, Inc. (c) 1989

JAD APPLICATIONS

« CORPORATE/BUSINESS AREA ARCHITECTURES
» PROCESS ENHANCEMENT IDENTIFICATION

« USER REQUIREMENTS FOR APPLICATION

« LOGICAL DESIGN FOR APPLICATION

« PROTOTYPE REVIEW/EVALUATION

L

Performance Resources, Inc. (c) 1989

vy
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THE FUSION CENTER

« SPECIAL FACILITY DESIGNED TO SUPPORT
GROUP DECISION-MAKING

+ AUTOMATED DECISION-MAKING TOOLS AND
CASE TOOLS

« TRAINED FACILITATOR AND DOCUMENTOR

« USE OF SPECIAL MATERIALS - WHITE BOARD
WALLS, COMPUTER PROJECTION, MOVABLE
FURNITURE AND WALLS

/

Performance Resources, Inc. (c) 1989

EIGHT CRITICAL
SUCCESS FACTORS

EXECUTIVE-LEVEL COMMITMENT
EDUCATED SYSTEMS AND USER TEAM
EXPERIENCED FACILITATOR

CASE SUPPORT

DEFINED PROJECT OBJECTIVES
DEFINED PROJECT SCOPE

DEFINED PROJECT DELIVERABLE

L 8. LOGISTICAL RESOURCES

S Al ol S

Performance Resources, Inc. (c) 1989
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Technical Presentation 11

"ADA Box Structures for Object-Oriented
Software Development"

Mr. Edward R. Comer
Software Productivity Solutions, USA
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ﬁij_;] Welcome to Ada Box Structures!

~

Ada Box Structures provides a disciplined means
;o a|1r)alyze software systems in an object-oriented
ashion.

+ As an analysis method, Ada Box Structures
provides a rigorous framework for describing
objects from various perspeciives: static and
dynamic, internal and external.

The box structures of black box, state box and
clear box provide different views of any object in
increasing levels of detail and with increasing
visibility into the object.

Ada Box Structures fills a gap in object-oriented
methods by providing a rigorous method for
discovering application objects.

J

@

ﬁ.;"ﬂ Object-Oriented Development

\

Object-Oriented
Analysis

Y

Object-Oriented
Design

Y

Object-Oriented
Programming
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@ Advantages of Object-Oriented Development

+ Provides a single, consistent model that
requires no “great mental leap” from
analysis to design and thus increases
traceability and maintainability

+ Matches the technical representation of the
software system more closely to the
conceptual view of the application

+ Provides a stabie framework for analyzing
the problem domain and for levying
requirements

» Supports implementation using absstract
data types

N\

Some Definitions

/

An object is an abstract data type, which encapsulates
data and piovides a set of predefined operations to
manipulate and access that data.

An object class is a collection of object instances with
common attributes and a common se! of operations.

An operation defines an object’s capacity for action,
response or functioning.

A stimulus is an external request for an operation made
upon an object.

Transactions are behavioraliy related sequences of
stimuli and responses.

NP

=/
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@ More Definitions

Attributes define the data pertinent to each instance of
an object. Attributes encapsulate stimulus histories.

The state of an object is determined by the vaiues of its
attributes.

Objects may be nested, defining subobjects that
contribute to the state and behavior of a parent object.

Constraints denote facts about objects that specify
behavior or limitations on behavior or state.

A relation is a mapping or association between objects.

@

@ Perspectives of Objects

_/

Being able to look at problems from different
perspectives is a powarful way to reason about and
understand systems. These kinds of perspectives
are of particular use in understanding and analyzing
objects:

» Static and dynamic perspectives of objects

« External and internal object perspectives,
and inter-subobject perspective
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Object Perspectives

External
Object Model

Internal
Object Model

Inter-Suboblject
Model

Static Dynamic
Perspective Perspactive
¢ Stimuk + Qpaeration constraints
* Responses + Extemal object behavior
* Transachons + Extemna)transacton
* Operghons models
* Attnbutes * Attnbute coastraints
* Operational specifi-
cation of bahawvior
+ Subobjects * Relation constrants

« Classiication structure
+ Subobject retations

* Interaction paths
+ Subobject interacuon
modals

The Black Box

_/

object model.

Stmuius

Black Box

The black box view represents the external

The external object mods! considers only
those aspects that can be viewed from the

outside.

{sps )
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(W

The state box view represents tha
internal object model.

State Box
Ooect ‘
Shimulus Response
o —— ” o0 ) —

The internal object model statically defines
the attributes of the object that the object
must remember.

The State Box \

o) J
[ ﬁ The Clear Box \

The clear box view represents the
inter-subobject model of nested subobjects.

Clegr Box

Object

i
T

The inter-subobject model statically defines
the subobjects that are nested within the

Stimukus

object, analyzes the classification structure of
K ob{)ecgjs, atnd defines the relations between /
/ ™\ subobjects.
SPS
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@ Box Structures Expansion

\

Sisck Bor

£ iy

——
Expansion
s
A
d The black box, state box,
and clear box provide
behaviorally equivalent
views of a systam or
Resserns subsystem at increasing
levels of internal visibility.

Y

@ Box Structure Hierarchy

\

First Level Black Box

"
:

Elaboration of black
box into equivatent

state box and clear
box reprasentations

State Box

Clear Box
Second Level
Decomposition ot
clear box into black
box objects
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ﬂ.j_ﬂj Ada Box Structures:

A Framework for Systems Analysis

The Ada Box Structures Method provides a
framework for systems analysis. This framework
quides the integration and apolication of several
different analysis methods. The result of the
anialyses is information, expressed in text and in
graphics, that records the understanding of the
svstem.

NP

N

\\albg

ﬂ.;ﬂ Ada Box Structures

Work Product Representations

Static Perspective Oynsmic Perspective
Candidete Candidate
Precie
Work Pr Repr Work Products Aepresentations
Black Box Sumuk v Bleck Dea AAQram Operanon coNsUraints  » Forrma cones sl LanGUAG e
* Suerast nat ¢ INtorTTEE sLaterns
" Ovaee 3
xlemal corect » SuUmus 10 rescanes Yace
Responsss * Black Sex dagram bahavior + WHGrTed COSEBON GHACNOUSN
¢ Ressnrae s - Formel cosrshen GeeOovan
* Doled ressenss s0eONcBNON €
Lomal IANIACION  + SIrMuAIeDONee SeGUeNCe
Trensacoons * Abotrect blacik des dhegrem X .7
vl vt modats 1 aNSACHON CLIM BM
Opera * Obpert Bagram
bons » Opersuens ey
© S8MIM W SOV MO
State Box ARrutes » OLHICE BAQTem Atinbute consirants + Cormas cONeY st laNgUege
= ATviRse bt * OHOTIe) SLMSMarnis
+ Oetisted ATNOUAS $08CACASON
Operatonal * Intormal 16Tl sOeCHTaRON
2000HCEUON Of DONAVIOr * Fo/Mts lartue soschcason
« Grapiucal 90rssantston
Clear Box Subobjects « Naented bst of & R consiraints » Forrmas consvant lLarguasge
* Moar ArCTacal S4SSMOIY BOOMIM « Informel smemerns
Nessed OOHCE RAOrAM
inlersction pan .
Classicaton + INCeNted Caserncason ¥t pains . :::mm ;u:noum
strucrs o HiorNTICal Inentance @ sgram
Subcorect nteracton * Searence of nieracyon sl
Subcbrect reigtons  Reismen ment N
Otsect re. dagram modety IN1CRCHON BA0MM

®
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@ Selection of Representations \

There are a number of impo.tant factors to consider in
selecting specific techniques:

Maturity of the technique with respect to
object-oriented specifications

Complexity of the system to be specified

Degree of detail and rigor that is desired in the
specification

Familiarity and experience of the organization
with the technique

Level of expertise of the anaiysis personnel
Availability of training in the technique

Availability of automated tools to support the
technique

Degree of integration possible between tools j

/ﬁ The 13-Step Ada Box Structures Process \

Blosk Box

. Define object stimuli and responses

. Identify object operations

. Define informal, external object behavior
. Conduct transaction analysis

Sy

LW -

. Discover state requirements
6. identify attributes
7. Define operationat specification of behavior

oo | 8. Conduct state analysis
9. Identify clear box subobjects
r———r 10. Classify subobjects
Rosewrse 11, Define subobjects’ relations
12. Define interaction paths
13. Conduct object interaction analysis

[}

Y

E

/

<

(
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/ﬁ' Steps 1 - 4:

Black Box Expansion

1. Define object stimuli and
responses

2. Identify object operations

3. Define informal, external object
behavior

4, Conduct transaction analysis

Black Box

QObject

#=¢ Uperanon

Simutss Response

NI

>/

@ Black Box Expansion

1. Define object stimuli and responses 2, Identify object operations

So e— Crompts Suupmtons
Ve g, § S—— L e o
et eyt g ey ey g
s s et A See TS G Mt oo 02 0y P
- e ———————————r e gonieg - omip—
et s sper— ey Py \opet
P | pom—t—t S Lw
O a0 e net
e ——————rtasamps] NPy Sty vt 0wy St ey s
et Sy Qs - 490 s e [opieny
A e——————————r} Omtems wmr Taps 18 o Cemeren
) D wnprmen
s iy A————— s e
et o g ey smvpemtot ast
Do et @ St
By e ooy e g S saey
§ st s et comoim
et e g it ——
" @

3. Define informal, external object 4. Conduct transaction analysis
behavior — v s
Beghn T e
Flead auery g om User;
N Query syntax myedewhar _“N"*-— [ ey —p—
S error MeEEge 1o Leer; Ly e o

e ey e
Else

T
|

APy QUErY 10 Sreviously seiecied OOMODNeNt 84l 10 e e e e
Ve 8 New COTDENert set: pengulndusmndand
M0 comoonems teund then

o e s s e
S2ez ML2225E B G,

Eloe R Y=

Dlapiey summary resufs fof COMOONent 3at;

5S4t et COMOOrent 88t 4 1NE 0l aUR CONtent JOf Uie ot Gvmenone
USer & COMYRANCS: , ——
End N; Preomms St
7o — e
End; —
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/ﬁ‘ Steps 5-7: \

State Box Expansion

5. Discover state requirements
6. ldentify attributes
7. Define operational specification

ot behavior
State Box
00109
Stmuus Response
— Lgerdton oy

Altnoutes

< /

/ﬁ. State Box Expansion \

5. Discover state requirements 6. Identify attributes
Arwiysie of the Arctoesl device 1D Setaaon component coment
"’R:--v-miww Cormocnent iacst Gedrstons Season comoonent set coven
MQry syreas rwed then . Mowns sovet Camponent tacet vasses Sestion wxwry conmert
buinhii il Naws ey ae C s {User rames
wm-mwm( 00 eurnoern Comoonents User passworos
Sarv massepe B uer

S48 NI GEYERAeRE 001 48 €0 GolR eeruse

OF $U8 LAY & SIS,

Ouatty suorwrary resism e sevsarere sot
Erd ¥

ok 7. Define operationai specification of behavior

Begin
Read Query strng;
Parse Query strng;
It Quecy syrax nvand then
. Send S7TOr MesLAOY Lo LSS "1V I Quevy Syntax °,
Elre
Send o 200 10 user S g .
Get Sessaon dorsey condert
Get Sees10n COMOONent st context
Set New COMOONant 56110 B8 the set 0f &1 COMOONENts ¥ 1N Seesion Ovary contert
ISt 818 8460 & MEMDEr Of e SEE.LI0N COMOONSV 481 CONOIT 8NG WHOSe 10N vaRA s
&St (NG ANNIrares snacday v ih DL 3 REG
11 New component se(s emoty thea
Send Meesage 10 LLer "No COMOonens founa®,
Else

Otsolay Query $trg 803 NUMBE Of MEMOETS I Aew COMONent sef
S0t S64350n COMOONSNt 8¢ CONMAIT 10 D8 Natw COMOONEnt £at
Enagit;
End It
Enga;

{sPs 4
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i Stops 8- 13 N

Clear Box Expansion

8. Conduct state analysis

8. lIdentify clear box subobjects
10. Classify subobjects

11. Define subobjects’ relations
12, Define interaction paths

13. Conduct object interaction
analysis Chiect

Somus

T
) /
@ Clear Box Expansion x

8. Conduct state analysis 9. Identify clear box subobjects

Ohjost Ciave ] € he0ns siness Adr o wee




@ Clear Box Expansion (con't) \

12. Define interaction paths 13. Conduct object interaction analysis

7
7]
\_ & /

/ﬁ' Ada Box Structures Analysis Process \

Uy “'-""“ Toamt Voum
Veer Sromm Sonasen Rarary Conwansre Ontvsan Yo

tre i) e I

| Bl nad
e

—

In the real-world, specifications are developed
at many levels of abstraction simultaneously. The
Ada Box Structures representations allow you to
incrementaily gather, annotate and verify system
specifications.

D-117




C

Incremental Expansion Process

Invention

vy

Expansion

Denvaton

1 13 (o]
X | Anayss * Inventon h

Step X

-

@

@ Advantages of Ada Box Structures

A small set of structuring concepts used
repeatedly

A rigorous process with verification
Small steps of invention

No restrictions placed on the order of
elaboration (e.g., top-down vs. bottom-up)

A “place notation” tor documenting
specification details

Directly evoivable into an Ada object-oriented
design, improving traceability and
maintainability
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Technical Presentation 12

"A Prototyping Methodology
Applied to Tactical C2 Systems"

Mr. Martin Morel
Le Groupe CGI, Canada
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~~ Why Prototyping is needed... ==——mm—

Conventional Methodologies - Imposas too much responsibility on the developer with
respect to the accuracy ot system development.
- Deliverables prioritize heavy documentation rather than
functioning and demonstratable sofiware.
- Usar group review meetings become less productive and
tend to be superticial as a means to gathering user
requirements.

User 's Role - Users have too little involvement in the development of the System.
- Lack a sense of "ownership” in the resulting system,
- Only "see'" the system once it is developed - no opportunity for
useful feedback during critical development stages
- System remains abstract in its early stages of design.

Developer's Role - Experiences difficulty to accomplish his / her basic function:
-> {o PRODUCE USEFUL information systems which respond
to the USER'S REQUIREMENTS.
- Work serves to feed the methodology rather than the users.
- Often has to struggle to "learn the system"”.

~ The E.C.C.O. Project= —

Engineer Command and Control Operations
Mobility / Counter - Mobility Function
Canadian Land Forces

Brief History of ECCO 2 Versions written to date using ...

t
Software Developments LConventional Methodology J lggL Technologyl

Built with a minimum of user input
Resulting system:

[E-FI Diagram of 8 entities, on 3 pages ]

|7Approx. 10 input screens, 10 reports ]

[ Only a very partial coverage of the requirementsJ

Single - user, PC Based

[Never completely accepted by the users l
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~=Requirements pricr to Prototypiing Approach =——

Log Obstacle Tasks - Keep up 1o date specifications of Obstacle - Task actvity
gescnplions:

| cooes | [oescripTions|)  [sTATIC QuaNTITIES |

ETC...
Maintain Resource Mantain descnptions of ditferent types of resources used by
Descriptions Obstacle - Task types
Result - Production ot a large amount of documentation

- Little software produced for known requiremants

- Requirements analysis has not gone In deotn ... UNKNOwn
requirements reman

\ Cgi _/

~=Requirements with Prototyping Approach =

(SUMMARY)

Obstacle - Task Planning - Plan and follow Mobility 7 Counter - Mobulity tasks 1n a tacticat
situation. Support multi - plan operations.
Mobility Counter - Mobility
Survival General Support
Resource and Work Schedule - calcutate work schedules and all required resource types to
Calculation carry out M/ CMtasks

lnmel lPersonnell [EQuapmem J h/enicle_s]

[ Mines ”Exmoswesl [Fencing | IAccessonesl

Stores Dump Management - Keep an update account of dump store contents and allocations
{inventory control approach)

Orders and Map Overiays - Produce detailed military orders and
Production graphical representation of opstacle
terrain map.

\ Cgi —/

ngingsr plans, maitam a
ymbols overlays on a

"n O
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== E.C.C.O. Prototyping StatUus =eeeesse————

New Objectives - Ensure that user requirements arg completely specified through the
protolyping process.
- Use prototyping incremental aoproacn to system s gevelooment

The Prototype becomes the System

Software - Current architecture phase has already defined:
[ Over 60 1nput screensl [aver 80 Data Tables |

lOver 70 reporting functions I EComolex Calculational Functions

- With the prototyping approach, the documentation gradually builds
up as the user requirements are reined. Each comoponent of the
system s documented using a data dictonary ano and € - R
mageling CASE tool.

Documentation

Data Model cutrently covers 60 entities, 7 moaules
displayed on 18 pages

\. Cgi _J

~== ECCO Technological Environment se———

4GL DBMS Oracle with C interfacing

Multi - User O.S. Unix

Terrain Analysis Geographical Information System on Graphic

Interfacing Workstations

Methodology Protoguide - A Prototyping Methodology

Toois Proto*SQL - Data Dictionary,
mini Contiguration Management tool,
documentation generator

\ Cgi __J




~ Protoguide (introduction)==—————n )

What is ProtoGuide ? Prerequisites
o Development Guide 0 4th generation language
o Prototyping a Relational D.B.M.S.
o The prototype "becomes”
the system
Advantages ¥ Caution
a Improved user o Manage modification requests
participation o Rcle of participants
o Reduced development
costs
o Reduced operational costs
o Reduced duration
a Get the right system the
first time

\ Cgi _J
~ProtoGuide === =============W

QOverview General description of prototyping membdology
| Development phases | | Deliverables |
Phases The developmenti Is organized into phases: at the end of each

phase. specific deliverables must be produced

Preliminary Study | | Architecture

IPrototyping lConstructionl [Installation

Deliverables The deliverables consist of system components and end of phase
reports
|Programs | User documentation

System documentation

End of phase reports
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Preliminary Actyal Situation Sludy and evaluate actual situation

Study Definition Set objectives. define the system
| Recommendation| | Solutions. profitability. recommenaaton |

Architecture | Planning | |Plan overall develooment project |
[ Organization | |Organize development project B
[ Standardization | [Setdevelopment standards ]

S

Prototyping | Demonstration | |Presentan operational prototype
[ Experimentation | [Use the prototype to validate it ]
|~ Specification | |Comlete details for system construction |

System Construction Construct according to standards and specs.
Construction Inspection Verify conformity to standards ana specs.
[~ Preparation | |Prepare installation ]
Installation [ Verification | |Detailed verification of correct operation
[ Installation | lnstall for day to day usage
| Evaluation | Evaluate the svstem and the oroject
- cqi —/
~ Qverview (phases ommmm=. mm—
Preliminary Architecture Prototyping System Installation
Study Construction
| Preparation | [ |
| Inspection 1 L I
[ construction | [ |
[ Specitication | | || |
Expenmemallorﬂ [ ] L ]
[ Demonstration | [ | [ |
[ Standardization | | | |1 |
I Organlzation J r l [ ] I J
[ planning | | 1] | | |
[ Recommendation | HRl I | | |
[ oefinition | | 11 I | ]
["Actual Situation] | 1 | | | | |
_

0
©
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= Overview (phases) = e—————r—————————

ProtoGuide RN\ Conventional Methodology Il

Preliminary Architecture Proto- Anal- Construction Installation
btudy typing ysis

NN

N\

N

2%
AL
o

1

~Overview (Prototyping vs Analysis) ==————cmmm—

Prototyping Analysis
Menus ... Screens ...
( ECCO Y (——ECCO ‘ i
Mineheld Type: 3423
Minelields Size.... 300 sq.m. -
Crate‘rs Densitv.... 1 per3 m ' =
Abattis Mines Used  Qty. -
Bridges
D It 1231 10
emoltion 5465 5
4446 35 [t
§ J \
Reponts ... User Guide ...
Dump Inventory Conv. Minefields Editor Specifications
Store. Desc. Qty Power Validations :f:: ’ Z?.:.TZ".Z!:%?S"JJ’“"
Mine Resource Stores Mine  The mme heid lype may Mice - The mne lype 1Is0UICe
1231 Conv. Mines 13 500 F:e'd _ be any 4 char. coce.  Type  cooe must be vzidaled
5465 ScatMines 50 350 | W Inmmmwens| [oemvwommm
——————— total densky of the mine
W Calculations "::l“hf"‘? "‘" g;n :qY
Densay W . e, by core
Total 2K G | ety ey atne stanaaraaensy of ne
"s'?g '; ,_._w' '_“"I' < ";’.’::‘ formula cepencs on

. Cgi —/




- Deliverable S

Programs
Menus
Interactive Programs
Reports

Batch Processing

-
I
I
l
l

Data Base Management

User Documentation

System Overview

Training Guide

Quick Reference Guide

l
l
[ User Guide
|
l

Retference Guide

System Documentation

End of Phase Reports

Development Guide

| Preliminary Study

Integrated Tests Guide

| Architecture

Prototyping

Installation Guide

l System Construction

I
I
| Conversion Guide
l
l

Maintenance Guide

SRR | SIS § SEN ) SV § S

| Installation

~= Interactive Programs

cgi —

Preliminary Actual Situation
Study Definition
[ Recommendation
Architecture | Planning | | Summary description of programs _I
[ Organization |
| Standardization |
Prototyping | Demonstration | |[Operauonal prog:.ans ifunction) |
[ Experimentation | [Validate using real data I
[ Specification | [Navigauon, validation, perform., messages |
System Construction Build accerding lo standards and specs.
Construction Inspection Verity conformity lo standards
[ Preparation
Installation Verification Verity correct operation
Installation Install in production environment
Evaluation
\\ .
coi
D-126
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Preliminary | Actual Situation
Study Definition
| Recommendation |
Architecture | Planning | | Summary descriotion of reports
| Organization |
| Standardization |
Prototyping | Demonstration | | Selection. sorting, report data layout I
| Experimentation | | Verity usefulness using real data |
| Specification | |Specity volumes, frequencies |
System |__Construction [Pertormance
Construction [~ Inspection [ Verity conformity to standards
| Preparation |
Installation | Verification | | Verity correct operation |
[ Installation | [installin oroduction environment |
| Evaluation |
cgi —
Preliminary Actual Situation
Study Definition
| Recommendation|
Architecture |___Planning |
{ Organization |
| Standardization | | Specily user interface standards |
Prototyping | Demonstration ] [ Describe prototype's processes and data ]
| Experimentation | | Verify accordance with the prototype |
| Specification | |Specity all process details |
System | Construction
Construction [ TInspection | Verity conformity with standards |
| Preparation |
installation | Verification | Verify conformity with system |
[ Instaliation
|  Evaluation |
Ccoi —
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~=ECCO Example - Menu and Screen sy

Preparation Material - Menu & Menu Documentation
for User Group

Meeting #1 - Conventional Minefields Editor Screen
Meeting - User Group Meeting #1 - Conventional Minefields Editor
Notes

- User Group Meeting #2 - Conventional Minefields Editor

Material Prepared - Menu and Menu Documentation
after

- Conventional Minefields Editor
User,GrouP - User Documentation
Meeting #2 - Developer's Documentation

DREV - ECCO SOFTWARE PROTOTYPE OBSMEN - 1
Obstacle Menu

Suxemry Summary descraiption
The cbstacle zoaule mers constitizes editing and listig cwanulities required for the
TAUMTENance Of NMneer SLANCArd cbstacle c1ass and tyces, Presertly, these costacles
focus on courcesrTobility costacle tasks, AIuTe TECUIETENC anAlysis sesuims will e
TeqUITEd £0 eXDANG 0N CLhEr ASDRCES Of enmreer ATIViLies.

M Displayed Menu

CBMN ~— Dofense Research Establistrent Valcartier
m' Cbstacle Yy

(botacle Clags Eater
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DREV -~ ECCO SOFTWARE PROTOTYPR

OBSMEN -~ 2
Obstacle Menu

Optacns SUNASIY description of sanu Jptions
This 36CTION preserts 3 SUMMACY CRSCIUXICN Of each orean preserted in the Teru

1kstacle Class sditer The chstacle class editer 1s actually corposed of several screens. The first of these
allows the user to define and ooune 20 @ “lass® cf atstacies WUCh GIOWD tooetner
ctstacles of a same type. By pourting to class, the user can ‘expam® to a secorcary
SCTREN WNICN CIIEALNS the soecific irout data required to efine an <osTacle type wthun
chat class, The suported costacle classes are: Abats e eacecume, Arae Damolition,

DREV - ECCO SOFTWARE PROTOTYPE OBEOBS ~ 7
Obstacle Class Editor

Screens Screens daisplayed during proceasang
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Qbstacle Class }Xlitor

oprons - 7

Jcreens dasplayed during processing
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Obstacle Class Editor

OBEOBS ~ 7

Usee Geovr Hée"“’@ il

Screens dasplayed during processing
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DREV - KCCO SOFTWARE PROTOTYPE

Engineer Tasks Module

Sumsary description

Displayed Menu

—v= ENMN —— Defense Research Estanhistrere Valcarsier
i Inneer Tasks Moaule !

Courrer Mtlity Tasks Edstsr
Mo bty Tasks Editer
Survival Tasks Editcr
General Support Tasks Editer

DREV - ECCO SOFTWARE PROTOTYPE

Engineer Tasks Module

oS

Caszer MoLilty Tasks
Editer

inoility Tasks Eqitcr

Survaval Tasks gditor

Genaral Supcrt Tasxs
Editor

Summary descraiption Ot msenu options
This section treserts a sumary QeSsCIIOUION ©F 43C7 OPLITN presented in the menu

The chstacle class editer is actually crcsed of several screens. The first of thase
allows the user to define and DOUE 20 3 “class* cf abstacles wuch qrowp togetner
costacles of 2 same type. By pounring to class, the user can "epami® to Seccndary screens
WMuch concain the Secfic UTWE G3td required to define an cestacle type withun that
class. The mrrcrted costacle classes are: Abartis, Pescetire, Adoe Demlition, Craters,
Cerer Darolution, Conventicnal Minefields, Scatteranly Muefields, Ati=Tank Ditches,
Fences and Booby Traps. ANCLNAr Genaric cbstacle type has also ceen incliuded called
"JRES®, These cypes are used by huch level cammemd units 2 oLan ercire field zcres cn
=hich ennneer courter-ronility activites are £o taxe place,

The Mbility Tasks EAtar 1S used €O Specify ard COGEEME the IESCUICR requireTerts £cr
engunear Mobility tasks, Generally, these tasxs are classified as: costacle breacung,
CALS MALTANANCE CONSEIXCLIN, LOOANG, and Qver ussing.

The Survival Tasks Editcr is used to soecifiy and docimert the resaurce requirerents of
enquneer surzival tasks, Genrally, these pertain to qroud AIGRNG aCLiviCies such as
trenches and fortification.

The General Support Tasks editor 1s used to specafy and coomert the fequnremerts cf
Varcus general swport acivacles falling uoer the resoansitalities of enqunsers.
Exarplas are: B, water swoly, arving, facilities gmstructaon,

ENGMEN - 1




DREV - ECCO SOFTWARR PROTOTYPE ...OBEOBS -14

Counter Mobility Tasks Editor

Summry Summary Description of the Processing
The chatacie class editcr 13 actually corposed of several screens. e farst of these
allows the user to define arg pourt to a *class® of ctstacles whuch QToup togecher
sEstacles of a same type. By pourring to class, the user can ewamn® tO SeCrCAry screens
«fuch contain the specific P aaxa required to define an costacle type withun that
2lass, The swpcreed chstacle classes ars: Abattis, PeacstiTe, bemlaticn, Cmazers,
Cther Damolition, Corventacnal Minefields, Scatteradle Munefields, Anti-Tark Ditches,
Ferces and Bocty Traps. AnCRher ganenic cbstacle type has also been incluoed called
*JQES*. These types are used by high level comend units to plan entare field znes an
which enninser courzertocbility activites are to take place.
...Pagm 7
CERS ~——me———— 3000 Scftvare Protctype
ml Cavercacnal Mne Fiald (stacles 7am /1
Type Desption  Denmity MNo.of tapping Placemert Laying Methed
(/mecer) Rows Power  Speed KM Thpe
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Xy | Tpe fescmyprion Xy
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Canereacnal Minerields
Taple

TliEscacie Ipe

{rzjstacie
Dascrieion

(F3Mineriela Density

{E4]umoer ot fows 1n
thnefield

“{r5)Stoxoung Power

“{FojMirerzeld PL “Tert

~e

Counter Mobility Tasks Editor

The Converzional Munefislds table 1s used to store the basic tecmical  stecficions cf
stardard convencional minefield types. Ihese types are assioned standard odes
ased 0 quoxly and tuquely 1dentify them when assigung a cbstacle~task.

IR 4

The converticnal mnefisld type code is 3 four caracter field used to utuquely :deneafy
a standard coaventiondl mnefisld cnfiguration. This cxe i3 entered throumh the
“Camertioral Minefields Editcr® and i€S mantenance 15 the restonsibility of the systam
prlce or aamAaLstIeor.

AR 0
nnwmwalmmnddcescnmmuatmew: f2eld used to assocaate a Srt
Facraption of 3 stanmard carercnal mnefield to the mnefield type code. Thus shert

Jescrapeion 18 then displayed vath the munefield type 10 cther parts of whe 8000 system
to enhance the siauficance of the mnefield type marmc Coe.

MMER S
The mnefield censity descrabes the riwber of converricnal munes placed per <qrecer>> 1n 3
NUMEER 5

The nueber of rows of covencaonal mrefields that this type of minefisld cbstacle type
corzains,

CAR 5

The StOPRINg power 1S 3 percencace value beteen 0 and 100 indicating the cropability of
stopping enemy verucles from passing throuch the myefield.

MMEER 6

The placarent soeed dercees the time required tO set up thus tive cf munefisld dbstacle.
wsxnuy, this valiels expessed in teons Of Sectinnouls ¢r Crocp-ours.

D-132




DREV - ECCO SOFTWARE PROTOTYPE OBEOBS ~-16

Counter Mobility Tasks Editor

it Mnetrela Placarent R4

trut cf Measure

Te Speen unit of Teasure 18 cirectly associated with the xunefield alacerert
coeed. It 23 a ¢ characTer cooe used $O inAicared the it S Teasure usea To escribe U
placemert. soeed {usually i sectianehours <r TIO0O-NOULS). TS 008 1S vauidited trom
the B0 "Unit Maasures Table®.

\£3)layang Metnod

CG#R 10

The laying cechod describes the coincole seehod used to lay the corventicnal tunes for a
qven covercional munefield. Its values are either senal-surface MAS), sanal-turies
AR), mechaucal-surface O£5)), mecnanical-turied MEHN.

The chstacle resource table holds the "type® codes of all consumole and nor~conusble
resources required by chstacls types, Used by the (bstacle editers, it defines for each
cbstacie type of a qaven class (ex: Comventional Munes, Craters ete.) the rescurce types
required to put that cbstacle wro place.

{V1}Pescurce [ype

o2 X}
The rescurce type dencees a cnsurable or ron—omsurable rescurce code required to place
an coxeacle. The resource type coae 1s cefined within a specafic aostacle class,

(V3] Resource Quancicy

MER 5

The resource quantaty field dercees the quanraty of a scequfic consumable cr
roneoonSUTRbLe resource required to place an costacle of a @ven type. Its value is
epressed in temms of the basic uwts of measure cefined for a qven resource.

DREV - ECCO CODE VALUE TABLES FOR SUMMARY FORM DOCUMENTATION

ProtoSQL Form Documenter

Field attributes Key Triggers Other Triggers
A Database field 3 ClzBlk A Post-Change
B Primary-key b ClrFrm B Pre-Field
C Copy field value ¢ ClrRec C Post-Field
from block fill-in exist d Commait D Pre-Query
D Copy field value e CQuery E Post-Quewry
from field fill-in exast £ CreRec F Pre~Insert
E Default value exist g DelRec G Post-Insret
F Displayed h DupFld H Pre-Update
G Input allowed i DupRec I Post-Update
H Query allowed 3 EntQry J Pre-Delete
I Update allowed k ExeQry K Post-Delete
J Update if null allowed 1 Exit L Pre-Record
X Mandatory m ListVal ¥ Post-Record
L Fixed length n Menu N Pre-Block
M Auto skip o NxtBik O Post-Block
N No echeo p NxtFld P Pre-Form
O Auto help q NxtKey Q Post-Form
P Uppercase r NxtRec
Q List of values exist s NxtSet
R Low value exis* t PrvBlk
S High value exiast u PrvFid
T Help message exist v PrvRec
w Others
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Counter Mobility Tasks Editor
Ferms Tectnical Descaptaon (partial cxrpilation)
lock
31 tpe len field Attmbates Yay Tragoess “gy-ta her Toers
B MINFTHD
MDNE _FIEID TYPE CER $ ALGREL..SlT
CESCRIPTION QPR i T VN s o+ S
[3>11ued MME 5 ALLJGHeeeen
10 CF RO RIME 5 A fGeceeninnens
STCP_PORER AME 5 ALLLFIeeeiceeees
FLCMINT SPEED RUEE 5 AFGlieieenrnnas
FLACMINT SPEXD UM QIR i A PHeeeaaieeeen
LAYDNG_ METHD GAR 10 AL fGHeeens
L M DESCRIPTICN G&R 10 ... 311 CHPRRRIN
OV MINE RESCURCES 1
RESCURCE_TYPE G&R 1 ARG Gl T
CESCRIPTION GRS ... Forevessnannnns
PESORCE, QTY RIME S5 AL.JGTueeeiresas
CBSTACIE CaR 2 Ao
CBSTXCLE TYPE [¢:43 I o+ IO
RESOORCE, CCLE GER 1 A
RESOORE QASS G&R 2 ADiiiieniiienen
FENCING BQUIPMENT 1
RESURCE_TLFE GRAR 1 AT
o oo S S
SESURCE RME 5 ARG
BSTOE QASS QAR P o B
BSINIE TYFE Q&R L 8 o +
FESOURCE o213 N W~ H
SESURCE Q2ASS QER PR Yo P

Conclusiohs ——————

Methodology

User Group Profile

Required Tools

Participant's Objectives
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f- Methodology as Implemented in ECCO ==

Participant's
Acceptance

User Group

Technology

- Once defned. the methodology 1s presentea and
expla:neda to eacn panicipant:

Project Sponsor I Users ] Developers

Parallel Projects

- The project sponsar appoints a core user group which has as a
specific task the responsibility of acuvely parucipating in the
development of the system.

- The imptementation of the prototyping process requires the rapid
installation of proven technologies and tools such as screen
and code generation. This allows the developers 1o spend more
time with the users. relining requirement needs rather than struggling
with difficult and teaious programming in the early pnases of the project.

~~=  User Group Profile =—————————=——m==mm————

Location

Active
Participants

£ pal
Participants

coi —

- Based in Canadian Forces Base Valcartier, Québec. CANADA
Sth Engineer Reg. of Canada. This Is the largest engineenng
base in Canaada. the 2nd largest in the Canaagian Land Forces

- Close proximity to the developmant team at 0.R.E.V.

- Active participants rank from Major (project sponsor),
Captain (engineer commanader), sargeanis and corporals

- Particioants were chosen because they represent the
typical profile of end users and have vast expenence in
engineer tactical operations.

- A mulli-level user group 1s essential to the success
of the project. H therefore also includes higher ranking
command officers t0 ensure that all vertical enginesnng
requuements are met,

col —
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~=  Required Tools m——————————

E - R Diagram Data Modeling

Functional Decomposition Diagramming

Interactive Program Prototyping (4GL hased

Report Prototyping

Documentation Generation

Data and Component Dictionary

> col —
== Participant's Objectives——————-ﬁ

Project - User's Satisfaction

- Productlvity
Manager - Dellverables
- Reduced Costs
- Realistic Work Schedule
- Meet Requirements
- Technology

Developer - More accurate analysis work
- Functioning and Valld Sotftware
- Technological Challenge
- Recognition
- Improved professional and managerial skills

User - Get a complete and correct system the first time
- Enhanced Implication in development
- Rapid contact with technology
- Raplid access to deliverables
- Concrets rasulte

(=241

- Responsibility and ownership of system
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Technical Presentation 13

"Requirements Engineering Testbed"

Mr. William E. Rzepka
Rome Air Deveiopment Center, USA
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WIAT ARE REQUIREMENTS?

REQUIREMENTS ARE PRECISE STATEMENTS OF NEED INTENDED

10 CONVEY UNDERSTANDING AUQUT A DESIRED RESULT

EXTERNAL CHARAUTERISTICS
CONSTRAINTS
PERFURIANCE
RELIABILITY
SAFETY
cost
IVEL OF WHAT IS NEEDED

STATEMENT OF PRUBLEM TO BE SOLVED

IT PAYS TO CATCH ERRORS EARLY

100
SOURCES
o o (85508
o IN
(31
s ML LAOS
o}
s
coraect  1OF ]
£AR0R
it
{/
lttisss 7
‘ 1

il 1 1
REQUIALMENTS DESiGM Cout WHIT TEST  EYALUAT] L{OTHT
DEsug ANy 11441
INTEGRATE

PHASE N WHICH ERROR IS DETEGTED
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CONTROULED REQUIREMENTS EXPRESSION

m?l 'FAYRY#‘UCW .. [OATASTRU
ANALYS!S ANALYSIS ANALYSIS |
; SNGLE S

VIEWPOINT VIEWPOINT |+« VIEWPOINT

ANALYSIS ANALYSIS | ANALYSIS

COMBINED VIEWPOINT ANALYSIS
SYSTEM
CONSTRANTS

RAPID PROTOTYPING SYSTEM

DATA
MODELING

+ RELATIONAL MODEL

+ QUERY & UPDATE

« PERFORMANCE
ESTIMATION

RPS
USER INTERFACE PERFORMANCE
PROTOTYPING MODELING
COMPUTER
+ COLOR HW & SW
+ WORLD DATA BANK |
+ GRAPHICS/MENU INPUT
+ ACTIVE REGIONS COMMUNICATIONS
AUDIBLE/VISUAL ALARMS NETWORK
DATA BASE ACCESS
SCENARIOS
+ DYNAMIC GRAPHICS ANALYST
WORKFLOW
SYSTEM FUNCTION
ALLOCATION

+ MENU/TEMPLATE INPUT
+ QUERY OUTPUT
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VIEWPQINT 1

pr

CONTROLLED REQUIREMENTS EXPRESSION

s

oA

‘BATX;;ETUHE' [OA
ANALYSIS ANALLLYSIS AN

T SNGLE 3
VIEWPOINT VIEWPOINT eoe VIEWPOINT
ANA AN Yo ANALYSIS
¢
COMBINED VIEWPOINT ANALYSIS

Y. 3
CONSTRANTS

RAPID PROTOTYPING SYSTEM

L T

USER INTERFACE PERFORMANCE
PROTOTYPING MODELING
COMPUTER |
+COLOR HW & SW
+ WORLD DATA BANK |
+ GRAPHICSMENU INPUT
+ ACTIVE REGIONS COMMUNICATIONS
AUDIBLENVISUAL ALARMS NETWORK
DATA BASE ACCESS
SCENARIOS
+ DYNAMIC GRAPHICS ANALYST
WORKFLOW
SYSTEM FUNCTION
ALLOCATION

L

o MENUMEMPLAIEINF T
+ QUERY QLRI
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+ RELATIONAL MODEL
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PROTO

OBJECTIVE
RAPIDLY SPECIFY A PROGRAM THAT EXECUTES SPECIFIC
TARGET SYSTEM FUNCTIONS

APPROACH
VERY HIGH LEVEL GRAPHICAL LANGUAGE FOR
INTERCONNECTING SOFTWARE MODULES

ENVIRONMENT SUPPORTING -
STEPWISE REFINEMENT
CONVENTIONAL PROGRAMMING
REUSE OF APPLICATION-SPECIFIC MODULES
EXECUTABLE

| DATABASH DATABASH _

—*(YzF1(0) ]

RET STATUS

R&D

——

CORE/ANALYST - SEP 87 DELIVERY

VHLL TOOLS - OCT 88 DELIVERY

APS - FEB 89 DELIVERY

RE WORKSTATION INTEGRATION - MID-82
APPLICATIONS

CORE ANALYSIS OF RFS

OFD ANALYS!S OF RPS

APS USER INTERFACE PROTOTYPES

AR DEFENSE SCENARIO
. AIR DEFENSE OPERATIONS CENTER DISPLAYS

ADVANCED COMMANO AND CONTROL ENVIRONMENT
EVALUATION
ANALYST USER COMMENTS INCORPORATED N VERSION 2.0

RPS OCMMENTS INCORPORATED IN POR AND COR
AIR DEFENSE SCENARIO PROCUCTIVITY - X35
ADOC DISPLAYS PRODUCTIVITY - X6

D-141




RAPID PROTOTYPING SYSTEM

TECHNOLOGY TRANSITION

MARTIN MARIETTA INTITIATIVES:

MX MISSILE BASING DETERMINATION
OMA (CLASSIFIED)

ORB (CLASSIFIED)

SMALL ICBM LAUNCI CONTROL

FTS 2000 COMM SYSTEM STUDY
NUCLEAR POWER PLANT, OAK RIDGE
BUREAU OF LAND MANAGEMENT

RADC INITIATIVES:

SOFTWARE PRODUCTIVITY CONSORTIUM
ESD/AVS C2 EVALUATION FACILITY

US ARMY CECOM

SPACE DIVISION/AEROSPACE CORP
NADC/WARFARE SYSTEMS ANALYSIS DEPT
NORAD/GRANITE SENTRY SPO

Requirements Engineering Testbed

INDIVIDUAL TOOL INTERFACE STYLES

MUY

CORE INTERFACE PROTO INTERFACE RPS INTERFACE

4

1

4

OCRE PROTO RPS

DATA COrE oara | |PROTO DATA RPS
BASE LOGICAL BASE LOGICAL gase | |Locica
DATA DATA DATA
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1992 REQUIREMENTS ENGINEERING TEST3ED

COMMON USER INTERFACE

CORE INTERFACE PROTO INTERFACE | RPSINTERFACE
00 2 3 PROTO RPS
4 4 4 L 4
LOCAL LOCAL LOCAL
DATA DATA DATA
A v 1
OBJECT ORIENTED DATA BASE

REED ENHANCEMENTS TO THE RPS

« USER INTERFACE MODELING
- INTEGRATE INDIVIDUAL TOOLS INTO SINGLE INTERFACE
- PROVIDE INTEGRATED DYNAMIC CAPABILITY

+ PERFORMANCE MODELING

- PROVIDE GRAPHIC INTERFACE T M

VI kedid

D-143




This page is intentionally left blank.

D-144



